New Problems of Philosophy




ATTENTION

Attention is a fundamental feature of the mind yet has languished in the
backwaters of philosophy. Recent years, however, have witnessed a resurgence
of philosophical interest in attention, driven by recognition that it is closely
connected to consciousness, perception, agency, thought, justification, and
introspection. As is becoming clear, attention has a rich philosophical
significance.

This is the first book to provide a systematic overview and assessment of
different empirical and philosophical aspects of attention. Wayne Wu discusses
the following central topics and problems:

major experiments and theories of attention in psychology since the 1950s
the neuroscience of attention, including basic mechanisms and models
attention’s intimate relation to agency

the phenomenology of attention

attention as a gatekeeper for consciousness

attention as the basis for perception-based thought about objects

the role of attention in the justification of belief

attention in introspection of consciousness.

A key feature of the book is its skilful analysis of the empirical work on
attention, and how this relates to philosophy. Additional features include
chapter summaries, annotated further reading, and a glossary, making this
an ideal starting point for anyone studying attention for the first time, as well
as being suitable for more advanced students and researchers in psychology,
cognitive science, and philosophy.

Wayne Wu is Associate Professor and Associate Director of the Center for
the Neural Basis of Cognition, Carnegie Mellon University, USA. He was
previously Assistant Professor at The Ohio State University, USA.
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INTRODUCTION

THE PUZZLE AND CHALLENGE OF ATTENTION

Attention insinuates itself into what we do, perceive, and think. When you
listen carefully for the location of a beeping noise, examine the complex
texture of an object with your fingers, try to isolate the hint of strawberry
in a red wine, or just look for your keys, you deploy attention, sometimes
successfully as when you see your keys, sometimes not, as when you fail to
taste the hint of strawberry in the wine. Attention can also involve move-
ment, as when you use your fingers to search for something under the
couch or shift your eyes as you follow someone moving across a room, but
it can also be furtive, as when you are pretending to be interested in a
conversation yet secretly listen to the conversation behind you, or when
you look at someone “out of the corner of your eye.” Moreover, attention
is not always voluntary. It can be involuntary, as when a loud noise or awful
smell pulls your focus to it. Even in thought, attention plays a role: the
embarrassing event of yesterday that constantly pulls your thoughts to it,
distracting you throughout the day; the attempt to remember the name of a
person and then, finally recalling it; or just thinking, working through spe-
cific reasons to make a decision and thereby following a train of thought.
Attention is a fundamental capacity of the mind, and it is what this book is
about.

Given the pervasiveness of attention in human behavior, it is not a sur-
prise that it has been the subject of intense experimental investigation in
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empirical psychology and in neuroscience. Recently, philosophers have
begun to focus more attention to attention. This is appropriate, for as this book
argues, attention is of rich philosophical significance. Attention insinuates
itself into a host of phenomena of central concern to philosophers: agency,
thought, inference, introspection, perception, and consciousness. A few
vignettes will provide anchor points:

Inattentive and attentive driving

Jane is coasting along in her car, deep in thought. She expertly shifts gears,
changes lane, makes turns, all while thinking about something else. Sud-
denly, she notices that there is more traffic and shifts attention to driving,
attending to obstacles and expertly weaving in and out between the cars. As
she clears the clutter, she goes back to autopilot and switches attention back
to the previous train of thought.

The hidden surprise

Jane is further up the hiking trail than Sam, and peers around the bend.
“Sam, you've got to look at this!” she shouts. Sam, huffing and puffing well
behind her, breaks into a run. “Hurry!” Jane calls, “You've got to see this!”
“What is the thing that Jane sees?” Sam wonders. “Is it dangerous?”
Meanwhile, Jane focuses on the glowing, undulating object, wondering:
“What is that?”

The difficult decision

Should she quit her job? Jane focuses her energies on attentively considering
a slew of reasons for and against. She finds her work boring. At the same
time, the pay is excellent and she has the authority she long worked for.
Her office, however, leaves much to be desired, located in a noisy wing
without decent windows, though that seems a silly reason to contemplate
leaving. There are so many reasons, but to make a good decision, Jane will
have to base it on good reasons.

The beauty of fuschia

Sam has never seen fuschia. He has heard it described but guesses that it is
perhaps a florid yellow. Then he sees it for the first time, carefully attending
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to it and marveling at its color. Even more so, he marvels at that qualitative
aspect of his experience of fuschia: phenomendl fuschia. “Iwish I had experiences
more like that!” he exclaims, attentively introspecting the phenomenology
of his experience.

Gates and spotlights

Jane is conversing with Sam, but her thoughts drift to her big decision.
Should she quit and accept the offer from her company’s main competitor?
Should she negotiate for a better package with her current company?
She has been invaluable on the last few major projects. But ... “Jane?”
Sam’s voice intrudes. Surprised, Jane realizes that Sam is still there. It
was as if he had disappeared, lost in the haze of her thoughts, but
suddenly, looking directly at him, Jane realizes that he had been talking all
that time.

Each vignette provides an instance of a phenomenon that has triggered
intense and comprehensive philosophical reflection: the nature of inten-
tional, skilled, and reflexive agency; the role of perception in thought; the
responsiveness to reasons in deliberation; the epistemic and subjective
properties of introspection; the scope, structure, and limits of consciousness.
In each case, attention permeates the phenomenon. This book provides
an argument that attention is not just pervasive but plays a fundamental role
in these central aspects of mind. Accordingly, philosophical accounts
of these features will not be adequate unless they come to grips with
attention.

To address the question of philosophical significance, we begin with a
more basic question, the metaphysical question: What is attention? After all,
how can we propose adequate theories that invoke attention as a central
component, let alone ask clear questions about attention’s role, without
having a good idea of what it is?

Given the amount of work done in psychology on attention, we might
look for an answer there. It is appropriate to begin with one of the founders
of modern psychology, William James, who famously noted:

Everyone knows what attention is. It is the taking possession by the mind,
in clear and vivid form, of one out of what seem several simultaneously
possible objects or trains of thought. Focalization, concentration, of con-
sciousness are of its essence. It implies withdrawal from some things in
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order to deal effectively with others, and is a condition which has a real
opposite in the confused, dazed, scatterbrained state which in French is
called distraction, and Zerstreutheit in German.

(James 1890, 403)

This passage is full of ideas, but at the outset, it seems unhelpful in providing
us a theoretical account of attention. Rather, James voiced what he took to be
common knowledge, what ordinary people take attention to be. His
description, then, needs to be unpacked if it is to provide an answer to our
metaphysical question.

We might hope that a century after James, we can answer the metaphysical
question, but this is not so. Many contemporary theorists think dimly of
the concept of attention, and this pessimism seems to be growing. The
negative assessment of our conceptual understanding has, apparently, been
long-standing. Christopher Mole cites Karl Groos (1898), who noted a
century ago that

To the question, “What is Attention?”, there is not only no generally
recognized answer but the different attempts at a solution even diverge in
the most disturbing manner.

(cited by Mole, 2010, p. 4)

Indeed, one suspects that many contemporary attention theorists will
find little to disagree with when Jeremy Wolfe and Todd Horowitz claim
that “there is no single, satisfying definition of attention” (Wolfe and Horowitz
2004). Stuart Sutherland, in a review of two monographs on attention, notes:

Over the past 50 years, the sheer ingenuity displayed by psychologists
working on attention rivals if it does not exceed that of cosmologists
studying black holes. Indeed, there is a similarity in their results — after
many thousands of experiments, we know only marginally more about
attention than about the interior of a black hole.

(Sutherland 1998, 350)

Felipe de Brigard and Jesse Prinz assert that

those who try to move beyond that suggestion that “everyone knows what
attention is” often replace the folk concept with idiosyncratic definitions
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that settle crucial questions by fiat rather than facilitating the process of
scientific investigation and discovery.
(de Brigard and Prinz 2010, 52)

It will not be hard to find other psychologists and philosophers making
similar remarks about the state of attention research. Some of my empirical
colleagues have noted darkly that attention is what cognitive scientists
invoke when they encounter something inexplicable in their data. For
example, an unexpected result must be due to some shift in attention. The
current state of play has prompted one theorist, Britt Anderson, to argue
that there is no such thing as attention (Anderson 2011). This is unsettling. How
can the theory of attention have strayed so far from James’s certainty?

This book pursues a more optimistic outlook on answering the metaphysical
question. From the extant discussions, there are three families of proposals
to consider regarding what attention is:

1. A function-centered approach: what attention is for.
2. A mechanism-centered approach: how attention works or is implemented.
3. A phenomenology-centered approach: what attention is subjectively like.

In the pages that follow, we shall identify proposals in each of these families.
On the function-centered approach, we shall examine the following, with
emphasis on the visual modality:

Attention as a filter of information for further processing

Attention as binding features for object representation and awareness
Attention as a spotlight (perhaps zoom-lens), highlighting its target
Attention as selecting targets for memory, consciousness, or action.

In each of these, we have James’ original idea of the selectivity of attention.
On the mechanism-centered approach, the emphasis has been on the
nature of the process of selection, described at different levels of analysis,
from more abstract computational algorithms to concrete neural mechanisms.
Among these, we shall consider:

Attention as the modification of neural signals
Attention as altering the area of space to which a neuron responds
Attention as emerging from competition for limited resources

Attention as the preparation of a motor response.
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We can treat these as claims about the realization of attention. Finally, on
the phenomenology-centered approach, one follows William James’ claim
that consciousness is of the essence of attention and focuses on the phe-
nomenology of attention echoed in talk of attention as like a spotlight.
Thus, we consider

e Attention as a distinctive mode of consciousness.

The plethora of options is a bit dizzying. No wonder that theorists of attention
doubt that there will be a single unified answer to the metaphysical question.

To different degrees, we will touch on each of the proposals just noted. It
will be helpful, however, to examine the issues from the perspective of one
of the answers to the metaphysical question. This book will settle on a
conception of attention as the subject’s selecting an item for the purpose of guiding
action, what is called in the psychological literature the selection for action
account of attention. This account focuses on attention’s role in behavior.
This is the conception of attention I have defended in other work. How-
ever, in preparing this book, and especially in thinking about experimental
work on attention, I have been struck by how the seeds of the selection for
action account are already found in basic assumptions within the experi-
mental practice of psychologists and neuroscientists working on attention.
Or so [ shall argue. Accordingly, the selection for action account is neither
idiosyncratic nor stipulative. Rather, it emerges from shared assumptions in
cognitive science. The account strikes me as the best hope of imposing
unity and organization on the theory of attention, and thus of answering
the broad skepticism that we noted earlier. Still, philosophy being what it
is, there are counterarguments and counterproposals. There are many open
questions and much work to be done. It is my hope that this book will
inspire readers to do further work.

It is important to recognize that while our aim is for a univocal account
of attention, it might turn out that there are in fact too many disparate
phenomena that we label “attention.” Thus, the psychologist Alan Allport
(1993), in a wide-ranging critical review of a quarter century of attention
research up to the early 1990s, suggested that we begin

by taking seriously the idea that attentional functions are of very many
different kinds, serving a great range of different computational purposes.
There can be no simple theory of attention, any more than there can be a
simple theory of thought. A humble but also a more ambitious task for
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the next twenty-five years will be to characterize, in cognitive neurobiological
terms, as much as possible this great diversity of attentional functions.

(207)

Perhaps he is right, but even if “attention” names a large family of phe-
nomena, there is still a question about what unifies the members of each
subfamily of attention, and for each, a different version of the metaphysical
question can be formulated. So we cannot fully escape the question of
metaphysics. In the space allotted, this book will pursue as much unifica-
tion as can be squeezed out of philosophical argument informed by relevant
empirical research. Allport’s suggestion, however, should always be kept
in mind.

A guiding principle of the book is that any theorizing about attention
must come to grips with the central results of the cognitive science of
attention. Accordingly, the first two chapters of the book spell out some of
these results. This is to provide the reader both with a selective background in
the vast, indeed overwhelming, empirical literature, but also with materials
for fashioning an answer to the metaphysical question. It is important to
note, however, that the metaphysical question has largely not been a concern
in the empirical study of attention. Indeed, the question might seem of
little importance to experimentalists, a way of obfuscating results obtained
from experimental work. For their part, philosophers have sometimes
ignored empirical work, perhaps seeing it as irrelevant to the abstract theoretical
issues they investigate (this is changing).

It will be helpful to state five basic questions regarding attention, the first of
which is the metaphysical question. The other four questions are as follows:

Function: What role does attention play?

Properties: What are characteristic features of attention?

Mechanism: How is attention implemented?

Consciousness: What is the relation between attention and consciousness?

A complete theory of attention answers all five basic questions, and com-
pleting such a theory will require both empirical and philosophical work.
But why should philosophers consider empirical work, and why should
experimentalists consider conceptual work? Philosophical theories of the
nature of mind have empirical implications. After all, if philosophers provide
theories of action, of intention, of introspection, or of reasoning, those theories
apply, presumably, to human minds as well. Yet human minds are also
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objects of empirical investigation, so to the extent that these philosophical
theories say something about how the mind works, they are beholden to
empirical work that speaks to that issue. If T am right that attention plays a
central role in many of the mental phenomena of interest to philosophers,
then philosophers theorizing about those phenomena have strong reason to
heed the many empirical results regarding attention. What of the other
direction? What do cognitive scientists have to gain from philosophical
concerns such as the metaphysical question? It is true that the unavailability
of an answer to the metaphysical question does not impede rigorous
experimental investigation on attention. Even as cognitive scientists have
bemoaned the lack of adequate definitions of attention, they have at the
same time enriched our empirical understanding of how attention works, what
it does, and how it might influence consciousness. A variety of well-defined
experimental paradigms have yielded substantial knowledge of the properties
and mechanisms of attention. Why then worry about metaphysics?

In providing an answer to the metaphysical question, by giving an
account of what attention is, we fix the referent of the concept attention, and
in doing so, anchor specific parts of our theories of the mind to the world.
Without that anchor, theoretical invocations of attention will be like a boat
adrift. While the experimental paradigms we shall discuss in later chapters
have increased our understanding of attention, the use of these paradigms
in experiments is necessarily tied to theory. For experiments are often
conducted to answer specific questions in order to test hypotheses about
attention, yet the adequacy and clarity of these questions and hypotheses
depend on the clarity of the concept of attention. So, while the experimental
methods might be clear, they are used in the service of answering theore-
tical questions. Cognitive science is not just in the business of probing
nature by experiments, but also of constructing theories of psychological
phenomena such as attention and other mental faculties. It is at the theo-
retical level that answering the metaphysical question matters, and it is here
that philosophy and empirical cognitive science meet.

Let me now give a very brief summary of the structure of the book so
readers can get started. Chapter 1 provides an overview of psychological
work on attention since the 1950s, covering central questions, theories,
models and experimental paradigms that have engaged psychologists
studying attention. In particular, I shall identify a link between attention
and tasks that will reverberate through the rest of the book. This chapter
also provides some rigorous definitions of central concepts used to characterize
attention. Chapter 2 then moves to the neuroscience of attention, focusing
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on different effects on neural activity when attention is deployed, on dif-
ferent models of neural processes, and on the possibility of drawing on
mechanisms to answer our metaphysical question. I suggest, in the end,
that the task-centered conception of attention uncovered in Chapter 1
provides a way of unifying disparate neural phenomena. Chapter 3 then
takes this task-centered conception and develops it into a full-blown answer
to our metaphysical question: attention is selection for action. By situating
attention within agency, I hope to illuminate both phenomena. In Chapter
4, I turn to the phenomenal conception of attention, and consider whether
consciousness is of the essence of attention, or at least, where attention is tied
to consciousness, whether attention has a uniform phenomenology. While
attention seems to affect phenomenology, it does not do so uniformly, and
this raises questions for a phenomenal conception of attention. A different
connection to consciousness is explored in Chapters 5 and 6: attention
serving as a gatekeeper for consciousness. Specifically, I examine the claim
that one is phenomenally conscious of X only if one attends to X. The
experimental evidence, I shall argue, falls short of settling this matter, but
more importantly, much conceptual work remains to be done to even
understand what the claim is. In the last two chapters of the book, we will
look at applications of attention in understanding demonstrative thought
(Chapter 7) and in justification and introspection (Chapter 8). In all these
chapters, I hope to underscore the philosophical importance of attention.
Much ground regarding attention will be covered, but there are many
things that I have left out that I would like to have discussed in detail.
Among them are: empirical phenomena of attention, such as inhibition of
return and the attentional blink; disorders of attention such as hemispatial
neglect, attention deficit hyperactivity disorder, and attention in mental
disorders such as schizophrenia; attention and the binding problem; attention
and ambiguous figures; attention in non-visual perceptual modalities; the
many disparate computational approaches to attention; attention to time;
attention and veridicality; attention and language use (pragmatics); atten-
tion and testimony; and joint attention (though on the latter, see the
volumes by Eilan et al. 2005 and Seemann 2011). I also think the epistemic
significance of attention is an area that will see rapid growth and the cov-
erage of that issue is more cursory than I would like, in part because much
exciting work remains to be done. Furthermore, the connection between
attention and ethics is largely unexplored, though relevant ideas crop up in
the discussion of virtue.! As it is, I hope that readers will find much in the
book to engage them. Attention is a central capacity of mind, yet for so
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long it has been neglected in philosophical theory. We are beginning to
address this neglect, and we will do so in what follows. So, let’s begin with

a bit more attention to attention.

Note

1 On recent related work in ethics, namely, an account of modesty as a
phenomenon of attention, see (Bommarito 2013).



THE PSYCHOLOGY OF
ATTENTION

1.1 Introduction

This chapter considers highlights of psychological research on attention
since the 1950s, a period during which the conceptual scheme that frames
contemporary theorizing about attention was firmly established. It exam-
ines central experimental paradigms used to probe attention, the initial
questions and theories that drove early investigation, some conceptions of
what attention is, and the concepts developed to characterize attention.
Aside from a historical overview, there are two additional goals. First, with
an eye to answering the metaphysical question, “What is attention?”, I shall
extract from experimental paradigms a link between attention and a sub-
ject’s selecting information or targets to guide and control performance of a
task. Specifically, I argue that a background assumption in experiments on
attention is that such selecting for task is sufficient for attention. This condi-
tion provides the seed of an answer to the metaphysical question to be
developed in subsequent chapters. Second, these experimental paradigms
have informed the development of a theoretical vocabulary to characterize
attention, and in particular, have led to descriptions of two basic kinds of
attention: roughly, (a) attention that can be intentionally directed as when
one looks for a missing object; and (b) attention that is captured as when a
loud sound pulls one’s focus to it. I will provide a rigorous analysis of the
concepts used to characterize this division.
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Section 1.2 begins with the common idea that attention is a form of
selection but raises the question, “Selection for what?” Section 1.3 then
examines an early debate about what stage of perceptual processing selec-
tion occurs at, in particular, whether it is at early or late stages of such
processing. Here, attention was conceived of as a filter for information,
selecting it for further processing. As the early versus late selection debate
was never adequately resolved, section 1.4 discusses the proposal of Nilli
Lavie’s Load Theory of Attention that the conflicting data that drove the debate was
a function of the different experimental tasks researchers used. The nature
of the task makes a difference. In that vein, while early work focused on
auditory attention, work on vision became prominent in the 1960s. Section
1.5 discusses the visual search paradigm and a resulting theory due to Anne
Treisman: the Feature Integration Theory. While this theory is no longer at the center
of current debates, it set the stage for how attention is conceptualized.
Section 1.6 then discusses another paradigm for spatial attention, spatial
cueing, and considers the contrast between top-down versus bottom-up attention.
Are there different types of attention or different attentional mechanisms?
Section 1.7 picks up on this theme and examines some central conceptual
dichotomies used to characterize attention. I provide definitions of the
central dichotomies. Finally, section 1.8 extracts from the standard experi-
mental paradigms a sufficient condition for attention to an X: selection of X
for a task. I argue that this is a shared assumption that can serve as an
antidote to the widespread skepticism about an answer to the metaphysical
question noted in the Introduction.

1.2 Attention as selection for what?

The Introduction presented five basic questions about attention:

Metaphysical: What is attention?

Function: What role does attention play?

Properties: What are characteristic features of attention?

Mechanism: How is attention implemented?

Consciousness: What is the relation between attention and consciousness?

To begin the discussion of the psychology of attention, consider the function
question. There is widespread agreement among cognitive scientists that
attention is a process of selection. James’s passage captures the selectivity
commonly attributed to attention: “It is the taking possession by the mind,
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in clear and vivid form, of one out of what seem several simultaneously
possible objects or trains of thought.” Attention cannot, however, be merely
selection. After all, there are many kinds of selection that do not count as
attention. An object sorter can be highly selective yet does not attend to
what it selects. As to be discussed in Chapter 2, a neuron can be highly
selective in having a preferred stimulus, but it does not follow that the
neuron thereby attends to its stimulus as opposed to its being part of a
mechanism of attention. Indeed, there is something odd about the claim
that a neuron, a part of a person, attends. The point is that if attention is
selection, it is a specific kind. Psychologists often add that attention is
selection for further processing, but this invites similar challenges: the object sorter
and neuron can select for further processing, too. Further precision is needed
in characterizing attentional selection.

One way to distinguish attentional selection from other forms of selection
is to identify the type of thing that can attend. James speaks of the taking
possession “by the mind” emphasizing that it is a psychological subject that
pays attention, namely an entity that has a mind. The previously noted
object sorter and selective neuron are not psychological subjects, so they
cannot exemplify attentional selection even if they exhibit another kind of
selection. One can then treat attention as a subject-level phenomenon or, as
philosophers like to put it, a personal-level phenomenon. The relevant contrast
is between the personal and the subpersonal. Although this distinction is
widely invoked, it needs clarification. In the absence of a rigorous analysis
of the distinction, I proceed with a simple division. One can think of personal-
level states as those states that are attributable to a subject and not to the
subject’s parts, such as the brain or part of the brain. In contrast, sub-
personal states are attributed to those parts but not to the subject. On this
account, unconscious mental states count as personal in that they are
attributed to the subject and not to the subject’s parts. For example, certain
parts of the brain might implement Freudian Oedipal desires, but while the
subject might have such desires, that part of the brain does not. Similarly,
attention is something that persons are capable of, not their parts. If one
were to accept this division of the personal from the sub-personal, then
one can discount selection exhibited by neurons and dumb machines as
forms of attention.'

Still, the answer is not very informative, for while it suggests what kind
of thing can be selective, it does not tell us much about selection. Might
there be something in the nature of attentional selection that also divides it
from other kinds of selection? Let’s begin the historical overview of the
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psychology of attention while holding this question constantly in the
background.

1.3 The debate over early versus late selection: capacity
limitations

In the revival of modern attention research in the mid-twentieth century,
attention theorists focused on the selection of information: psychological
subjects are presented with a lot of information in experimental situations,
and, to perform a task, they must select only relevant information. For
example, a subject asked to selectively listen to one of two conversations
selects information from that conversation. This emphasis on information,
inspired by communication theory in the 1950s, led to the first major
debate about attention: At what point in perceptual information processing
does attentional selection occur? The answers to this question, usually divided
between so-called early selection and late selection accounts, provide an early
account of what attentional selection involves.

It is common among cognitive scientists to speak of both the mind and
brain as processing information, but what is information? Claude Shannon
(1953) provided a precise definition in his theory of communication in
terms of what he called mutual information. The latter is defined in terms of
entropy, which in information theory is a statistical measure of uncertainty.
This concept of information is defined mathematically, but I eschew the
technical details and make do with three points: (a) mutual information is
tied to the reduction of uncertainty (a message about X is informative to the
extent that it reduces uncertainty about X); (b) information can be pre-
cisely quantified (often measured in bits, derived from “binary digits”); and
(c) it is not identical to meaning: the same meaningful sentence can carry dif-
ferent amounts of mutual information, while two sentences of different
meaning can carry the same amount of mutual information (for more on
information, see Appendix A). Meaning can be understood as a type of
semantic information where “semantic information” identifies the content
of a representation. Such content need not be linguistic such as the content
(meaning) of a sentence, but can also be tied to representations of features
or objects, such as the auditory system representing pitch or the visual
system representing a ball. Given the distinction between semantic and
mutual information, an ambiguity crops up in talk of processing and, later,
of selecting information. Does “information” mean mutual information or
semantic information? In fact, in psychological and philosophical theorizing,
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it is often the latter that is meant, but then what is the significance of
mutual information?

In his book, Perception and Communication (1958), Donald Broadbent drew
on Shannon’s theory to propose a “fresh language” (35) and a “new set of
descriptive terms” (36) for psychology. On Broadbent’s view, the technical
language of information allows for precise characterization of information
processes that are capacity limited. These processes can only deal with a limited
amount of information at a time. For example, Itti and Koch (2001) sug-
gest that information can flow at 10’—10% bits per second along the optic
nerve transmitting information from the eye. How can visual processing keep
up with this vast input? Experience also suggests that there are capacity
limits to perception. For example, there are a limited number of con-
versations you can listen to at once. It is natural to characterize this limit in
terms of an informational bottleneck, although this is merely a metaphor.
Given Shannon’s work, Broadbent realized that psychology could go beyond
metaphors to investigate capacity limits with mathematical precision. This
is an important point that has been lost in recent years as psychologists and
philosophers have focused on semantic information (meaning). Theorists
have invoked capacity limits in theories of attention and, as we shall see, in
theories of working memory in connection with phenomenal consciousness
(see Chapter 6). They have suggested that such limits impose constraints
on the nature of attention and consciousness, but in general, invocations of
capacity often remain qualitative, rather than quantitative. These theories
thus suffer the fate that Broadbent sought to avoid: metaphors rather than
precision. Ultimately, serious talk of capacity limits must quantify these
limits if the invocation is not to be merely a figure of speech. It will not be
possible to invoke information theory in detail in our discussion. Rather,
the point is to remember that where invocation of capacity limits becomes
important, a theory must provide quantitative measures of the sort Broadbent
drew from Shannon.

Capacity limits yield a plausible story of why attention is necessary. For,
given a limited capacity to deal with an overabundance of information, a
creature needs a capacity to select just what information is relevant for
current goals on pain of information overload. That is, a capacity-limited
creature needs attention. Capacity limits and selection provide the con-
ceptual background for the debate over early versus late selection: Does
attentional selection occur early or late in perceptual processing? The idea
is that there are capacity limits on information processing, namely, the
maximum amount of mutual information that can be processed at a time.
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Plausibly, limits on processing of mutual information impose a limit on the
amount of semantic information (representational content) that can be
processed at a time. In what follows, we focus on limits in processing
semantic information in light of a channel’s limited capacity to process
mutual information. Thus, we shall focus on the processing of representational
contents, constrained by the (mutual) information capacity of the relevant
processing channel. Talk of early and late selection concerns the different
stages of perceptual processing of relevant representations. For example, in
audition, an early stage of processing concerns the basic audible features of
a sound (e.g., a voice)—say, its pitch or timbre—while a late stage of pro-
cessing concerns the categorical features of the sound, say, the identity of
the voice or the meaning it expresses. The question then is whether attention
selects basic or categorical features.” Assuming that perceptual processing is
capacity limited, an informational bottleneck must occur somewhere, and
attention then serves to select information at the bottleneck. In light of
this, Broadbent suggested that attention acts to filter information.

In early work on attention, pioneered by Colin Cherry (1953), the focus
was on auditory processing of language. Cherry focused on filtering tasks
where subjects are presented with multiple stimuli and asked to select
some subset of them. In the dichotic listening paradigm, two streams of verbal
inputs are presented, one to each ear treated as a separate information
channel. Subjects then selectively “shadow,” i.e., verbally repeat, only one
of the sound streams. The basic finding was that when subjects attended to
one stream, they did not pick up information from the other. When queried
about what was said in the unattended stream, subjects were unable to
provide accurate answers (notice that this experiment focuses on semantic
information, i.e., what is heard, not mutual information). If perceptual
processing was not capacity limited, psychologists initially reasoned, then
subjects should be able to report the contents of both channels.

Jon Driver (2001) has noted that two questions were fundamental to
theorists at that time: (a) What conditions allow people to effectively
shadow the attended message?; and (b) What do people typically know
about the unattended message? On the first question, it was ascertained that
substantial differences in the physical properties of the sounds between the
two channels facilitated performance. For example, shadowing improved
when the two auditory streams were heard as if coming from distinct
rather than the same locations. Shadowing was also aided by distinct
acoustical properties such as presenting a low-pitch versus a high-pitch
voice. In general, physical distinctness aided attentional selection.
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Regarding the second question, many experiments suggested that subjects
miss quite a lot from the unattended channel. Building on Cherry’s work,
Neville Moray (1959) observed that even when the unattended channel
consisted of a small number of words repeated multiple times, subjects still
failed to report accurately what those words were. In general, early obser-
vations suggested that while subjects could notice abrupt changes in lower-
level physical properties of the unattended stream, higher-level perceptual
properties like semantics (meaning) were typically missed. Consequently,
Broadbent postulated that attentional filtering occurs after processing of
basic physical features but prior to processing of categorical features. Thus,
filtering occurs early in perceptual processing. The general picture entails a
division between a preattentive and an attentive stage of processing, a dis-
tinction that remains to this day. On Broadbent’s early selection account, pre-
attentive processing concerns basic physical properties of the stimuli, with
attention filtering relevant information about basic properties for higher-order,
categorical processing. While talk of attention as a filter is metaphorical,
Chapter 2 will consider one possible neural implementation of attentional
filtering. For now, construe the metaphor as Broadbent’s answer to the
function question: attention filters (selects) information for the purpose of
categorical processing. This provides a more concrete specification of
attention as a type of selection.

Evidence quickly accumulated, however, showing that quite a bit of
semantics in the unattended channel could get through. Drawing on the
anecdote of the cocktail party effect where the mention of one’s name in a
nearby conversation is said to capture attention, Neville Moray (1959) did
find that when the subject’s name appeared in the unattended channel, the
subject was more likely to notice it: subjects reported instructions expres-
sed in the unattended channel when these were preceded by their name
(33% of the time, Moray, op. cit. table IV, p. 58). Moray concluded that
“[i]t is probably only material ‘important’ to the subject that will break
through the [bottleneck] barrier” (op. cit., 56).

Subsequently, Anne Treisman (1960) argued that “the selective mechan-
ism in attention acts on all [stimuli] not coming from one particular source
by ‘attenuating’ rather than ‘blocking’ them” (246—7). In one experiment,
Treisman instructed subjects to shadow a verbal stream presented to one
ear, say the right ear, while ignoring a second stream presented to the other
ear. Unbeknownst to her subjects, Treisman swapped the verbal streams
midsentence, so a sentence that begins in the right ear, switches to the left,
and vice versa. An example is given in Figure 1.1:
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Channel 1: Right Ear I SAW THE GIRL| SONG WAS WISHING
ATTENDED
Channel 2: Left Ear ME THAT BIRD JUMPING IN THE STREET
UNATTENDED

Correct Shadowing: “I saw the girl song was wishing”

Actual Shadowing: “I saw the girl jumping wishing”

Figure 1.1 Treisman’s experiment where two verbal streams are presented to each ear (one in
italics, the other in bold). Normally, each stream is presented to a single ear, but
Treisman changed channels mid-sentence so that the verbal streams switched ears
at the point indicated by the vertical line. Thus, the sentence, “I saw the girl
jumping in the street,” begins in the left ear, the attended channel, but jumps to
the right ear. Subjects were asked to shadow only one of the channels, so correct
performance is just shadowing of the words in a single channel. The arrows indi-
cate what the subjects actually shadowed, and, speculatively, they suggest that the
subject’s attention jumps between channels despite task instructions.

Here the sentence to be shadowed jumps from the right ear to the left,
with the switch point indicated by the vertical line. To shadow correctly,
however, the subject must continue to repeat the words on the right. In the
example, the two sentences at issue are as follows: first, “I saw the girl
jumping in the street,” which begins in the right channel but switches to
the left after “girl”; and, second, “me that bird song was wishing,” which
begins in the left channel but switches to the right after “bird”. Correct
shadowing would be the nonsensical “I saw the girl song was wishing.”
Surprisingly, the subjects shadowed “I saw the girl jumping wishing”. It was as
it attention jumped between the two ears despite task instructions. Indeed,
subjects were unaware of doing this. Treisman reasoned that this intrusion of
semantics from the unattended channel on the shadowing of the attended
channel depends on contextual effects that continue to influence behavior,
since the word “jumping” rather than “song” is more probable given the
preceding “I saw the girl ... ” It seems that unattended information
remains available to influence behavior and is not completely filtered out.
Given Treisman’s plausible explanation of why the subject jumps between
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channels, it is natural to conclude that despite being unattended, the left
channel must be analyzed to a higher linguistic level.® This means that
information selected by the filter is not the only information being pro-
cessed at higher stages. Since this unattended information is not being fully
blocked, one might wonder if the filter isn’t leaky: unattended information
can get through the filter for higher level processing. Alternatively, perhaps
the filter is operating at a late stage in perceptual processing. Indeed, the
latter possibility began to gain wider acceptance.

By the mid-1980s, Daniel Kahneman and Treisman (1984) noted a shift
from early to late selection theories (Deutsch and Deutsch 1963; Norman
1968). On late selection accounts, filtering occurs after all signals are per-
ceptually processed up to a categorical level of representation (e.g.,
semantic). Thus, relevant capacity limits occur post-perceptually, and it is
only at this late stage that attention is needed. As Driver puts it

Late selectionists ... proposed that the limited awareness of unattended
stimuli (as for the non-shadowed message in selective listening experiments)
might have less to do with rejection from full perceptual processing, than with
rejection from entry into memory or into the control of deliberate respon-
ses ... Thus, unattended stimuli might conceivably undergo full perceptual
processing, yet without the person being able to base their deliberate
responses upon this, and without the formation of explicit memories.
(20071, 58)

The point of late selection accounts is that perceptual processing may not
be limited at all; rather the bottleneck occurs when perception engages
other systems.

The debate about early versus late selection highlights some answers to
the basic questions: attention is a type of selection, namely filtering; it
occurs at specific moments in perceptual processing; and it functions to
deal with capacity limitations. What is left hanging is whether attention
operates early or late in perceptual processing.

1.4 Task demands and load: resolving early versus late
selection

Kahneman and Treisman (1984) noted that the shift from early to late
selection theories coincided with a shift in different types of experimental
paradigms. Early work in audition involved filtering tasks where subjects
were overloaded with task-irrelevant input. Later work focused less on filtering
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and more on target selection. This includes well-known paradigms like
spatial cueing and visual search to be discussed in sections 1.5 and 1.6.
Kahneman and Treisman argued that different experimental paradigms
might tap into different mechanisms involving selection at different stages
in processing. Thus, disparate results favoring early or late selection might
merely reflect choice of experimental task.

Nilli Lavie and co-workers have proposed a Load Theory of Attention that
builds on Kahneman and Treisman'’s observation (Lavie 2005). Begin with
the idea of processing as resource limited, so that the amount of processing
available for any task has an upper bound. Unlimited processing capacity is
not available. What happens to the limited resource if current processing
does not use all of it? Does the remainder lie dormant? Does another process
tap into it? Treisman (1969) suggested that “we tend to use our perceptual
capacity to the full on whatever sense data reach the receptors” (p. 296).*
In line with this, Lavie and Tsal (1994) suggested that total processing
resources are always deployed, and where the attended information channel
does not exhaust available resources, remaining capacity is then appor-
tioned to processing unattended channels. On their account, what is critical
is the perceptual load of the attended channel, namely how much of available
processing resources that channel consumes. This suggests an explanation
of the conflicting data that drove the early versus late selection debate. Load
Theory holds that both models are in a sense correct, for the observed
effects adduced to support either early or late selection depend on task
demands, namely what the subject is doing. The general prediction is that
early selection effects will be seen in high perceptual load conditions where
all available processing is consumed by heavy task demands. For example,
auditory filtering tasks in early work in the 1950s might be high-load,
involving a large amount of information to be sifted through. In contrast,
late selection effects will be seen in low perceptual load conditions where
the system is not overloaded with information and additional processing
resources are available for processing unattended channels.

The crucial point is that the nature of the experimental task can effect
how attention is deployed, which can give rise to either early or late
selection effects. The character of these effects is task dependent because tasks
determine the informational load that must be processed. Thus, a potential
resolution of the early versus late selection debate is that both are in a sense
correct, with their characteristic effects differentially occurring depending
on the perceptual load in the task. More importantly, if early and late
selection effects depend on the nature of the task, then it would be incorrect
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to tie the selectivity of attention down to a specific stage in processing (i.e., early
or late). Rather, a more general possibility is beginning to emerge: some-
times, attention can be early in processing; sometimes it can be late. In
either case, attention is dependent on the task.

1.5 Visual search and the Feature Integration
Theory of attention

While early attention research focused on audition and verbal shadowing
tasks, there was a gradual shift to vision and visual search tasks in the
1960s. Visual search is looking for something. Sometimes, search is difficult, as
when you look for a friend in a crowded train station; sometimes it is easy,
as when that friend is wearing a neon green shirt, jumping up and down in
plain view. The attention that guides visual search can be understood as
directed at objects and/or their features.

An influential model of visual search was Treisman’s Feature Integration
Theory of visual attention (FIT) (Treisman and Gelade 1980; for an informative
assessment, see Quinlan 2003). In its initial version, FIT treats visual object
recognition as a constructive process where basic visual features are first
detected by dedicated receptors, e.g., those for color, shape, and motion. The
visual system then binds these features to form representations of objects. As
in Broadbent’s filtering conception of attention, visual object recognition
involves two stages, in this case a preattentive feature detection stage and an
attentional binding stage. Treisman and Gelade (1980) wrote that in FIT:

features are registered early, automatically, and in parallel across the
visual field, while objects are identified separately and only at a later
stage, which requires focused attention. The model assumes that the
visual scene is initially coded along a number of separable dimensions,
such as color, orientation, spatial frequency, brightness, direction of
movement. In order to recombine these separate representations and to
ensure the correct synthesis of features for each object in a complex display,
stimulus locations are processed serially with focal attention. Any features
which are present in the same central “fixation” of attention are combined
to form a single object. Thus focal attention provides the “glue” which
integrates the initially separable features into unitary objects. Once they
have been correctly registered, the compound objects continue to be
perceived and stored as such.

(98)
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Accordingly, in the preattentive stage, processing of features occurs in par-
allel and independent of focused attention. Focused attention then binds
features into object representations. A critical aspect of the model is that
the processing of features and objects is separate.

Standard visual search tasks require subjects to search for a target amid a
set of distractor objects, the number of distractors constituting the set size.
There are two experimental conditions, target present and target absent. The
subject reports whether a target was present or absent (yes, in the first
condition; no, in the second). Furthermore, there are two kinds of search:
feature search, where a single basic feature is the target, and conjunction search,
where targets are individuated by a combination of basic features.® For
example, in feature search, where color and shape are basic features, one
might look for a red T against a sea of green and brown Ts (i.e., red is the
relevant feature). In this case, one looks for a difference in color to identify the
target. In conjunction search combining both shape and color, one might
look for a green T in a sea of brown Ts and green Xs. In this case, one looks
for both a difference in color and shape (i.e. green and T-shape are the
conjunction). For another example, consider searching for the black rectangle
in Figure 1.2A versus searching for the same rectangle in Figure 1.2B.
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Figure 1.2 Visual search. In (A), the vertical dark rectangle pops-out because it is a feature
singleton, the only one that differs from the distractors in terms of color. Pop-out
is operationally defined as the relative independence of reaction time to set size
(number of distractors) as given in (C). Notice the flat slope. In (B), we have a
conjunction search where we must identify the vertical black rectangle. Here,
visual search is harder and reaction time varies with set size as graphed in (D).
Reprinted from S. P. Vecera and M. Rizzo (2003) “Spatial Attention: Normal Processes
and their Breakdown.” Neurologic Clinics 21: 575—-607 with permission from Elsevier.
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The relevant measure in these experiments is reaction time (RT), namely
how long it takes the subject to report that the target is present or absent. Two
basic findings are noteworthy. First, Treisman reported that in feature search,
RT does not vary with set size (see Figure 1.2C). Here, the target seems to
“pop out” from the display regardless of the number of distractors. Note that
“pop-out” can describe the phenomenology (the object just seemed to pop
out), but in the psychology of attention, it refers to the behavioral effect of
constant reaction time despite increase in set size, as in Figure 1.2C. Second,
in conjunction search, RT does vary with set size (see Figure 1.2D). These
and other results led Treisman to propose a two-stage model. In feature search,
processing of features happens concurrently or in parallel without capacity
limitations. The target pops out because it is a singleton on one of the feature
maps, namely a unique instance within that map (e.g, the color map might
have a single red feature in a sea of green). In conjunction search, proces-
sing is non-parallel, a serial deployment of attention to one object at a time.
To invoke a common metaphor, in conjunction search, focused attention
operates like a moveable spotlight illuminating a subset of targets at a time.®

Treisman (1988) later modified FIT by postulating a master map of
locations at an early stage in processing that serves as the target of focused
(spatial) attention (see Figure 1.3).

Two points are worth highlighting. First, Treisman takes focused attention
to have the function of binding features, and, in that way, construes atten-
tion as selection for object representation and thus for conscious awareness
of objects.” This explicit connection to conscious awareness provides a
distinctive conception of attention (see Chapters 4—6). Second, visual
search tasks suggest the possibility that there are two types of attention,
one involved in pop-out, the other more like a scanning spotlight. This
possibility can also be seen in the final experimental paradigm to be discussed
in this chapter, namely, the Posner Spatial Cueing paradigm.

1.6 The Posner spatial cueing paradigm

One aspect of attention that Helmholtz (Helmholtz 1896) demonstrated is
that attention can be deployed covertly in a way that is sensitive to spatial
location. To shift attention, one does not need to move a relevant sensory
organ. In the visual domain, one can overtly attend to something by moving
one’s eyes to it. Such overt attention is plausibly present in other mod-
alities: I can optimally orient my ears to a sound by moving my head; I can
reach for an object pressing on my back; I can move closer to sniff

23
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Figure 1.3 Later version of Feature Integration Theory. Redrawn from Treisman (1998). The
spotlight of attention focuses on a spatial location in a spatial map that does not
code features. Features, rather, are coded in separate feature maps, which give
information that the feature is present (the ‘flag’ in the feature map) and infor-
mation about the location of the feature. Attention to a location then selects certain
features to be bound in an object representation, which can then be compared
with stored information or used in other tasks.

something; and I can swish wine in my mouth. Nevertheless, I need not
move a part of the body to shift attention, something vividly brought out in
the cocktail party effect or looking out of the corner of the eye: I can sur-
reptitiously listen to the more interesting conversation behind our group,
even as I feign interest in our conversation, or I can keep my eyes on you
while visually attending to something else. Should one then understand
there to be two kinds of attention, overt and covert? I think the simplest
position is to understand that the movement of a sensory organ is sometimes
generated to serve attention, and where it is, attention is overt. There
aren’t, then, two kinds of attention but rather a single capacity that can involve
movement.

In the visual domain, the spatial cueing paradigm developed by Michael
Posner has become a standard test for the deployment of spatial (covert)
attention, namely the selection of spatial location. The subject’s task is to
report the presence or the features of a visual target. The experiment begins
with the subject looking at a screen on which a fixation point is presented
and on which the subject must maintain fixation. The fixation point
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Figure 1.4 A depiction of the Posner spatial cueing paradigm. (A) shows a direct cue which
occurs to the left of the fixation “+”. In this case, the target, an “*”, occurs at the
cued location. The cue is a valid cue (an invalid cue would have occurred to the
right of fixation, where the object appears on the left). (B) depicts indirect cueing
with an arrow pointing to the left, and hence serving as a valid cue (an invalid cue
would have pointed to the right with the object appearing on the left). In all cases,
there is a temporal interval between cue and target. Reprinted from S. P. Vecera and
M. Rizzo (2003) “Spatial Attention: Normal Processes and their Breakdown.”
Neurologic Clinics 21: 575-607 with permission from Elsevier.

remains, say, for one second, at which point a cue is presented for 100
milliseconds (ms). After this, there is a temporal lag between the cue and
the presentation of the target, the cue-target onset asynchrony (CTOA). Once the
target appears, the subject makes a report.

There are two types of cues: a direct cue that appears at the target location,
and an indirect or symbolic cue, such as an arrow, that indicates a distinct
location. Valid cues correctly indicate target location, invalid cues incorrectly
indicate target location, while neutral cues provide no information about
target location. Within an experiment, cues are typically weighted more
towards valid than invalid cues (e.g., about 80% valid-20% invalid, with
some small amount of neutral cues, in Posner 1980). The relevant variable
of interest can be either reaction time (RT) or response accuracy. The
presence of the neutral cue allows comparison of valid versus invalid cueing.

The Posner paradigm has largely been applied to the visual domain, but
it has also been deployed in audition (Spence and Driver 1994). What is
consistently found is that there are advantages in reaction time and accuracy
with valid cues over neutral cues: reaction times are faster and accuracy is
higher. Similarly, there is a disadvantage when invalid cues are presented
relative to neutral cues: reaction times are slower and accuracy is lower.
The idea is that with a valid cue, the subject preemptively moves the
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Figure 1.5 Standard effects in respect of reaction time in the Posner spatial cueing paradigm.
Invalid cues are associated with a cost, namely, increased reaction time relative to neu-
tral cues, while valid cues are associated with a benefit, namely, decreased reaction time
relative to neutral cues. Adapted from Figure 2.6, Wright and Ward (2008), p. 20.

attentional spotlight to the target location with advantage in reaction time
and accuracy whereas with the invalid cue, attention is misdirected and
must move again to the actual target location, with concomitant cost in
reaction time and accuracy.

The temporal differences between pop-out and serial search in the previous
section and direct and indirect cueing in the current discussion might
suggest two types of attention, or at least two different ways of deploying
attention. In the empirical literature, the putative division in attention is
often expressed as that between top-down versus bottom-up attention, although
there are a plethora of dichotomies that are also used (see next section).
Conjunction search and indirect (symbolic) cueing are often spoken of as
top-down attention, while pop-out and direct cueing are often referred to
as bottom-up attention (or in some other equivalent terms; this classification
is not universally accepted as will be discussed in the next section).

How are top-down and bottom-up attention different? Consider some
relevant effects from Posner’s spatial cueing paradigm (Carrasco 2011 also
gives a summary of relevant differences in Section 3.1). First, recall the
cue-target onset asynchrony (CTOA), i.e., the time between onset of the
spatial cue and appearance of the target. In Posner’s paradigm, direct and
indirect cues differ in their facilitation of reaction time (RT), in that direct
cues yield a maximum facilitation on RT at a CTOA of 100 ms (i.e., target
appears 100ms after the cue), while indirect cues yield the maximum facilita-
tion at a CTOA of 300ms. Second, the benefits of cueing with direct cues
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are transient and decay fairly rapidly, while those of indirect cues are sustained.
These observations suggest that there are different mechanisms underlying
the effects of different cues. These differences are depicted in Figure 1.6:
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Figure 1.6 This graph shows the time course of the benefit in performance of direct (per-
ipheral) versus indirect (central) cues. In this case, the direct cues were not pre-
dictive of target location (i.e., were equally likely to occur at the target location or
not). Notice that the peak effect for direct, peripheral cues occurs earlier than that
for indirect, central cues. For direct cues, there is also inhibition of return, as if atten-
tion is repelled for some time from the original cued location. Symbolic cues have
a more sustained effect in terms of reaction-time benefit. Reprinted from S. P.
Vecera and M. Rizzo (2003) “Spatial Attention: Normal Processes and their
Breakdown.” Neurologic Clinics 21: 575-607 with permission from Elsevier.

Memory load seems to have different effects on direct versus indirect
cueing. When subjects are asked to do a task that requires keeping items in
working memory (i.e., increased memory load), there are no significant
effects on cueing facilitation with direct cues (e.g, in RT), while with
indirect cues, the level of facilitation drops off with increased memory
load. Perhaps the differences are not surprising. Symbols would seem to
require, at a minimum, additional processing of the symbol in terms of its
semantic significance. To respond to a symbolic cue like an arrow, one
must understand its conventional meaning as an indicator.

This suggests the possibility of different mechanisms in direct and
indirect cueing. The top-down and bottom-up distinction, defined at the
psychological level, does seem to correspond to a division in underlying
networks in the brain. The discussion of attentional networks gained much
impetus with the publication of Michael Posner and Steven Petersen’s, “The
attention system of the human brain” (1990), a work cited over 3500
times in the intervening years and recently revisited by them (Petersen and
Posner 2012). Posner and Petersen identified three networks associated
with functions commonly attributed to attention: “(a) orienting to sensory
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events; (b) detecting signals for focal (conscious) processing, and (c)
maintaining a vigilant or alert state” (1990, p. 26). In their original discussion,
they emphasized that attention forms its own system separate from motor
and sensory systems, that attention involves a network of anatomical areas
in the brain and that these areas carry out distinct functions (ibid.).

In important imaging work, focusing on Petersen and Posner’s proposed
orienting network, Maurizio Corbetta and Gordon Shulman (Corbetta and
Shulman 2002) later proposed

that visual attention is controlled by two partially segregated neural systems.
One system, which is centered on the dorsal posterior parietal and frontal
cortex, is involved in the cognitive selection of sensory information and
responses. The second system, which is largely lateralized to the right
hemisphere and is centered on the temporoparietal and ventral frontal
cortex, is recruited during the detection of behaviorally relevant sensory
events, particularly when they are salient and unattended.

(p. 201-2)

The relevant network is diagrammed in Figure 1.7:

Figure 1.7 Rough localization of the regions of the two attentional networks: the dorsal
frontoparietal network (open circles) and the ventral frontoparietal network (cir-
cles with gray shading). The former includes the intraparietal sulcus (IPS), the
superior parietal lobule (SPL), and the frontal eye field (FEF); the latter includes
the temporoparietal junction (TPJ) including the inferior parietal lobule (IPL) and
superior temporal gyrus (STG), and the ventral frontal cortex (VFC), which
includes the inferior frontal gyrus (IFG) and middle frontal gyrus (MFG). The IPS-
FEF network plays a role in both top-down and bottom-up attentional processing;
the TPJ-VFC network is involved in bottom-up attentional processing, including
circuit-breaking in attentional capture. Frontal Lobe (FL); Occipital Lobe (OL);
Temporal Lobe (TL); central sulcus (CS). This map of the attentional network is
derived from Corbetta and Shulman (2002), figure 7. The figure is reprinted in
adapted form from M. Behrmann, J. J. Geng, and S. Shomstein (2004) “Parietal
cortex and attention.” Current opinion in neurobiology 14: 212—217 with permission of
Elsevier. Figure kindly provided by Marlene Behrmann.



THE PSYCHOLOGY OF ATTENTION

The dorsal frontoparietal network is characterized as involved in the control of
top-down attention. In Corbertta and Shulman’s conceptualization, this
top-down network generates and maintains an attentional set, namely
“representations involved in the selection of task-relevant stimuli and
responses” (202). It influences perceptual processing so as to serve current
task demands, and in that way is sensitive to one’s goals. On the other
hand, the ventral frontoparietal network plays more of a role in bottom-up pro-
cessing. Among its functions, this network serves as a circuit breaker. That
is, certain salient stimuli, such as a loud sound, not only need to attract
attention, but also stop other cognitive processes so that the subject can
focus on the sudden stimulus. Note also that the two networks do not
operate independently: while the dorsal network was recruited under all
task conditions Shulman and Corbetta investigated, under bottom-up con-
ditions, the ventral network was dalso recruited (Shulman and Corbetta
2012, 114). So, bottom-up and top-down attention seem to share some of
the same neural substrates, but also differ in their neural substrates. The
next chapter will return to the question of the neural implementation of
attention, but the current task is to more critically scrutinize the conceptual
contrasts that have been used to characterize attention.

1.7 Divisions of attention

This section considers some common ways of dividing attention:

Top-down versus bottom-up

Endogenous versus exogenous (cf. intrinsic versus extrinsic)
Goal-directed versus stimulus-driven

Controlled versus automatic

Voluntary versus involuntary.

How should one understand these concepts so as to fruitfully invoke
them in a theory of attention? Alan Allport has made the following
observation:

In general, despite the ingenuity and subtlety of much of the experimental
literature that has been devoted to these two enduring controversies
[early versus late selection, and the idea of automaticity and control in
processing, to be discussed in this section], the key concepts (selection,
automaticity, attention, capacity, etc) have remained hopelessly ill-defined
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and/or subject to divergent interpretations. Little wonder that these
controversies have remained unresolved.
(Allport 1993, 188)

For the concepts listed above, it is not hard to find papers where most of
them are used, often in the same sentence. It is also not hard to find them
being understood or applied in different ways between different papers. These
notions are presumably technical terms but are never rigorously defined.
No wonder Allport thinks there is muddle. Clarity requires definitions, and
I shall provide definitions for what I think are the central notions: top-
down versus bottom-up, and control versus automatic. Necessarily, the
proposed definitions will involve some stipulation, but dissatisfied theorists
are asked not to nay-say but to present concrete alternatives.

It is important to be clear that these terms apply to the subject. Thus, it is
a psychological subject who exhibits top-down, endogenous, goal-directed,
controlled, or voluntary attention. This leaves open other applications of
these terms to the brain. For example, theorists speak of a brain region as
exerting top-down influence on another region. This is a different use of
“top-down” that can be perfectly appropriate, but it ascribes the relevant
processing not to the psychological subject, but to a part of her. This recalls
my earlier emphasis on the personal versus the subpersonal: some top-
down effects are personal, as in attention; others are subpersonal, as in
interactions between brain regions. It is no objection to the definitions to
be given that they do not apply to interactions between brain regions. They
are not intended to describe those interactions.

Let us begin with an initial proposal for top-down versus bottom-up, as much
early work on attention divided mental processing into stages. Focusing on
perceptual  attention, if one thinks that perceptual processing forms the
bottom of a processing hierarchy, then for S as subject and X as target:

S's attention is top-down if and only if S’s attention to X involves
the influence of a non-perceptual psychological state/capacity for its
occurrence.

S’s attention to X is bottom-up if and only if S’s attention to X did not
involve a non-perceptual psychological state/capacity for its occurrence.

An intuitive case of top-down attention is where a subject intends to pay
attention in a certain way, say, to focus on a specific object. Thus, the subject’s
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attending to that target occurs because the subject intends to attend to it.
The selection at issue occurs because of the deployment of intention, a
non-perceptual psychological capacity. Where perceptual attention happens
without needing the influence of non-perceptual psychological capacities,
attention is then bottom-up. This covers the intuitive cases when attention
is captured by what one perceives, such as a loud bang. What this influence
ultimately comes to, mechanistically speaking, is a matter for empirical
research. Note that the definitions assume that one can divide the mind
into systems, and in particular, between perceptual and non-perceptual
systems. It is a good question whether one can adequately do this, an issue
that must be set aside. In addition, any non-perceptual psychological
system counts as part of the “top”. So, motor influences on perceptual
selection would count as top-down. Again, this is stipulative, but it allows
for clarity.®

What of exogenous versus endogenous sources of attention (sometimes also
intrinsic versus extrinsic)? It is not clear how this distinction differs from the
previous. For example, Marisa Carrasco (2011) writes:

The [endogenous system] is a voluntary system that corresponds to our
ability to willfully monitor information at a given location; the [exogenous
system] is an involuntary system that corresponds to an automatic
orienting response to a location where sudden stimulation has occurred.

(p- 1488)

Carrasco further points out that endogenous attention is sometimes spoken
of as sustained attention while exogenous attention is spoken of as transient
attention (recall the temporal properties of direct and indirect cueing dis-
cussed in the previous section and depicted in Figure 1.6). It is not clear,
however, that the exogenous/endogenous dichotomy comes to anything
more than the top-down, bottom-up contrast. For current purposes, I shall
treat them as equivalent.

Bottom-up attention maps onto stimulus-driven attention, if one thinks of
the stimulus as always first dealt with by perceptual systems. Stimulus-
driven attention is often contrasted with goal-directed attention, but on any
plausible account, goal-directed attention is only one type of top-down
attention. Goals are, presumably, embodied in intentions or plans, but the
account of top-down attention allows for all sorts of non-perceptual influ-
ences: memory, expectation, emotion, values, and habits.’ Accordingly, the
contrast between stimulus-driven and goal-directed attention is not exhaustive.
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There are non-stimulus-driven forms of attention that are also not goal-
directed, say my preference for chocolate over fruity candies that leads to
my attending to chocolates in a candy store even if I am not intending to
buy any candy. The stimulus-driven versus goal-directed contrast falls short
of taxonomizing attention.

Things get murky with control versus automatic attention, on the one hand,
and voluntary versus involuntary attention, on the other. The reason is that these
notions point to agency. After all, one speaks of a person as being in control
or doing something automatically, or of her doing something voluntarily or
involuntarily. So, understanding these contrasts requires understanding
action, a notion even more challenging than that of attention. I propose to
focus on control versus automatic. The voluntary versus involuntary distinc-
tion is difficult for it either suggests a kind of agency, such as free agency or
agency that involves the will in a specific way, or connotes a characteristic
sort of consciousness, something that might be tied to felt effort or a sense
of activity. Since the voluntary is tied up with further complex phenomena,
it is not likely to help draw clear boundaries in attention.

One can, however, explicate automaticity and control more clearly using
the notion of an intention, a goal-representational state. In psychology, the
ideas of Richard Shiffrin and Walter Schneider (1977) greatly influenced
subsequent discussions of the control-automaticity dichotomy. On automatic
processes, they wrote:

an automatic process can be defined ... as the activation of a sequence of
nodes with the following properties: (a) The sequence of nodes (nearly)
always becomes active in response to a particular input configuration,
where the inputs may be externally or internally generated and include the
general situational context. (b) The sequence is activated automatically
without the necessity of active control or attention by the subject.

()

This proposal connects automaticity to the absence of control (or atten-
tion) by the subject. What then is control on their conception? “A controlled
process is a temporary sequence of nodes activated under control of, and
through attention by, the subject” (ibid.). Ignoring the circularity in their
definitions, one can take Shiffrin and Schneider as defining automaticity in
terms of the absence of control, while control is tied to attention. In contrast, I
propose to explicate the notion of control in terms of the role of intention.
Here’s the basic idea in a slogan: control in attention is attending as you intend.
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Representations of a subject’s goals are embodied in the subject’s intentions,
namely representations of a plan of action. These plans and their corre-
sponding mental states can be expressed by reports such as I intend to do X or
I will do X. Following Elizabeth Anscombe (1957), philosophers have noted
that while actions can be described in many ways, only certain descriptions
capture how agents conceive of their actions. That is, they are revealed as
intentional only under certain descriptions. Thus, while Gavrilo Princip
intended to assassinate Archduke Ferdinand, he did not intend to precipitate
the First World War, even if the assassination was identical to the precipitation
of war. Those descriptions describe the same action (Davidson 1980).

Control in attention is attention as one intends. Control also implies the
absence of automaticity, or automaticity is the absence of control, as
Shiffrin and Schneider emphasized. At the same time, if one looks at pro-
cesses that are controlled, say deliberate actions, one also finds automaticity.
You might intentionally throw a ball, but many aspects of your throwing such
as its kinematics, the way your joints rotate, and the sequence of movements
in your arm are automatic. You don’t intend to throw with that speed, rotation
or sequence of movements, but your intentional throwing wouldn’t be
what it is without them. So, despite the contrast between control and
automaticity, intentional activities often involve both. How can this be?

Elsewhere, I have argued that one can define automaticity as the absence
of control and allow for actions to be simultaneously controlled and automatic
only if one relativizes automaticity and control to properties of the process.
That is, one speaks of control of a process in respect of a specific feature of
that process, and likewise for automaticity. Accordingly, automaticity entails
the absence of control, yet a process can be both automatic and controlled
in respect of different properties. I shall not give here a detailed version of the
analyses of control and automaticity (see Wu 2013a), but the following
biconditionals capture the essential idea and will suffice for current purposes.

(C) S's attention to X is controlled relative to its feature F iff S’s attention
having F results from S’s intending it to have F."°

Following Shiffrin and Schneider in defining automatic negatively as the
absence of control, one derives:

(A) S’s attention to X is automatic relative to its feature F iff S’s attention
having F is not due to control as per (C).
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To see how this works, consider visual conjunction search tasks where the
target is a red letter E. Where the subject attentionally selects a red E, her
attention’s having the feature of selecting a red E is controlled because it is
precisely what the subject intends to do. Similarly, if the subject has her
attention captured by a suddenly appearing stimulus, then attending to that
stimulus is automatic because the subject did not intend to attend to that
stimulus. In both cases, the relevant feature F is the subject’s attention
having the target that it has.

Here is an intuitive gloss of each definition. With top-down versus
bottom-up, the key concern is how attention gets initiated, i.e., whether the
subject is passive or active in that initiation. With top-down attention, the
initiation of attention involves and is attributed to the subject due to some
non-perceptual mental state including the subject’s intentions. In bottom-up
attention, by contrast, one can think of the stimulus as initiating attention,
even if it disrupts a subject’s current activities. On the other hand, think of
the control versus automaticity distinction as concerned primarily with the
shape of attention once it begins and with how the features of that process unfold:
where attention is directed and in what sequence, how long it is sustained,
to what specific features in the scene, and so on. Finally, it is worth
pointing out that top-down and control are sometimes treated as equivalent;
in our account, they are not.

Let us now relate the two central dichotomies.!' Given the previous
definitions, there are four categories:

(1) Top-down, controlled attention;
(2) Bottom-up, automatic attention;
(3) Top-down, automatic attention;
(4) Bottom-up, controlled attention.

The first two may not be that surprising, perhaps because one assumes that
top-down implies control and bottom-up implies automaticity. In fact, this
does not follow, for recall that the top-down/bottom-up distinction is tied
to the occurrence of attention while the controlled/automatic distinction is
tied to its features.

(1) and (2) are familiar categories. You tell me to follow the man in the
fedora, and I attend to him. My attention to him is top-down and con-
trolled. It is top-down because I initiate attention given my intention to
follow your instructions, and I would not have done so otherwise. Further,
it is controlled because my attention has the feature of being directed at
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that person as a result of my intention to keep my eyes on that person. In
general, intentional forms of attention fit with (1). In a case of (2), a loud
continuous sound pulls my attention to it. It thus looks like this capture of
my attention occurs independently of any top-down influence, so it looks
to be bottom-up. Moreover, given that I don’t have any relevant intentions,
many of the features of attention might be automatic although perhaps not
for long. T hear the sound and subsequently intend to figure out where it is
coming from, so attention thereby takes on a controlled aspect. It is sus-
tained according to my intentions. The phenomenon of pop-out in visual
search might also seem like a case of bottom-up, automatic attention, but
this is controversial.

What of top-down, automatic attention? This seems an odd category, but
consider the following experiment by Alfred Yarbus (1967). Yarbus pre-
sented his subjects with a painting of a homecoming scene and asked them
to perform three tasks: (i) remember what the people in the picture are
wearing; (ii) remember the location of people and objects; and (iii) estimate
how long the visitor has been away. He then tracked their eye-movements
(overt attention) while they carried out his instructions and noted the following
patterns:

Figure 1.8 Yarbus asked subjects to perform a variety of tasks in relation to I. P. Repin’s
“Unexpected Visitor” (A). He monitored their eye movements as they visually
interrogated the painting in order to perform his tasks. For example, panel (B)
indicates the eye movements in response to the command to remember the
clothes worn by the people; (C) to remember the position of people and objects in
the room; and (D) to estimate how long the visitor has been away from the family.
Material from Yarbus (1967), p. 174, figure 109 with kind permission from
Springer Science+Business Media BV. This figure reproduced from “Eye Move-
ments and the Control of Action in Everyday Life” M. F. Land (2006) Progress in
Retinal and Eye Research 25: 296—324 with permission from Elsevier.
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What is striking is that the patterns of eye movements make sense given
the subjects’ more abstract intentions to carry out Yarbus’s instructions. For
example, asked to remember the clothes, the subject intentionally looks at
each figure. This intention need not be an intention to move one’s eyes in
any specific way, but the resulting pattern of eye movements in panel B is
intelligible given the intention in question: the eyes gravitate around the
people without spending time on the objects. Attention in the form of eye
movements, overt attention, tracks the intention even if the intention is not
to move the eyes in a specific pattern. The specific pattern of eye movements
happens automatically and is not itself intended. Moreover, the pattern is a
feature of overt attention, one that is not represented in the content of
the intention. As the pattern is not controlled, it is automatic. At the same
time, overt attention with this pattern would not have occurred without the
subject having the requisite goal, so attention is top-down. Notice that when
one toggles the subject’s intention by presenting different tasks, the pattern of
eye movement changes.'? So, intentions are involved in the occurrence of
overt attention with a characteristic pattern. While the idea of top-down
automatic attention might seem contradictory, it is not. That we can cate-
gorize the phenomenon Yarbus observed suggests that the initial analysis is
theoretically useful. This is a sign that the definitions are on the right track.

It seems likely that no process instantiates (4) since the causal processes
imputed by each dichotomy operate at cross purposes: bottom-up attention
requires a stimulus-driven initiation independent of any intentions, but
control requires the influence of an intention. At best, attention might be
bottom-up and automatic but quickly becomes controlled once intentions
kick in to sustain attention to the stimulus. In any event, I want to conclude
the discussion of the conceptual issues by returning to category (2):
bottom-up, automatic attention when attention functions like a circuit
breaker. This seems like an obvious, familiar category. Yet like (4), there are
questions whether (2) is ever instantiated.

The previous section noted the difference between direct and indirect
cueing. Richard Wright and Lawrence Ward (2008) suggest the following:

Researchers can choose to study either voluntary or involuntary orienting,
depending on whether they use symbolic or direct location cues ... Sym-
bolic location cues initiate attention shifts in a fundamentally different
way than direct location cues. The former are meaningfully associated
with a particular location and therefore must be interpreted by an obser-
ver in order to be used. For this reason, the initiation of an attention shift
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by a symbolic cue is goal-driven. The observer processes the location
information conveyed by the symbol and, on this basis, develops a com-
putational goal for carrying out the task ... Direct cues, on the other hand,
produce their effect by virtue of being physically close to the target loca-
tion ... No cognitive interpretation of direct-cue meaning is required and,
instead, attention is captured by the onset of the cue. For this reason, the
initiation of an attention shift by a direct cue is stimulus-driven.

(21—22)

It is natural to take the direct cue as capturing attention and in that way
independent of goals. But is it goal-independent? Bradley Gibson and Erin
Kelsey (1998) suggest that the influence of the direct cue is goal-directed
(p- 699): “stimulus-driven attentional capture may be caused by goal-directed
processes.” How can this be?

In discussing Feature Integration Theory (FIT), I noted that feature sin-
gletons (i.e., features that are unique within a feature map such as a red
shape in a sea of green shapes) seem to pop out. It would be natural to
characterize pop-out as the capture of attention as occurs with auditory
attention and loud noises.'* John Jonides and Steven Yantis (1984; 1988)
have argued, however, that most cases of pop-out in the attention literature
are not genuinely bottom-up, automatic capture of attention but depend on
the subject’s goals. Hence, they are top-down! Consider the visual search tasks
discussed above when the target seems to pop out. To undertake the task,
you have to follow task instructions, say to locate a green T. Yet in intending
to locate a green T, you've set yourself to complete a specific task. Locating
that target is your explicit goal. The target you intend to locate is precisely what
pops out. Again, it is top-down, and your locating it reflects attentional
control.'* Of course, there are automatic elements. What you don't control,
and hence what is automatic, is when you locate the target. That you locate it
in a way independent of set size reflects the automaticity with respect to when
you locate it (reaction time is the same). Nevertheless, attending to the T is
top-down and controlled. My definitions show how one can consistently
and clearly apply the concepts of top-down, control, and automaticity to
the same phenomenon.

It is striking that the original pop-out effects might in fact be top-down
and controlled rather than bottom-up and automatic. Indeed, Charles Folk,
Roger Remington, and colleagues (1992) claim that there are no pure cases
of bottom-up, stimulus-driven attention (for a methodical review of the
issues and experimental evidence, see Burnham 2007). One can pose the
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issue as a challenge: is attention ever independent of the goals of the per-
ceiver?'® The claim is that goals have a pervasive influence on attention.
Still, it is hard to accept the claim that there is never attentional capture
contrary to one’s goals. Consider being engrossed in a performance of
Beethoven’s Ninth Symphony. Just before the climactic moment of the
famous chorus, I pinch your shoulder. This is quite annoying, of course,
since it breaks your concentration on the music, but it also does seem to be
a compelling case of tactile attentional capture. Attention is devoted to
auditory experience, as you listen to the music. Your intention for the past
hour has been to listen, your attention has been focused on the music.
There do not seem, then, to be any goals where tactile inputs are relevant.
This is, of course, an anecdote, but a prima facie compelling one.

The dichotomies discussed in this section have been deployed for a long
time in the study of attention, and they are well entrenched in psycholo-
gical vocabulary. At the same time, there is something casual and slippery
about their use that needs to be avoided once they are deployed in serious
theory building. The proposals I have given provide concrete accounts of
what these dichotomies come to. I suggest that barring any other concrete
definitions (and there are none in the literature that I am aware of), theorists
should start with the ones presented here.

1.8 A sufficient condition for attention:
selection for task

There is a central idea towards which all the theories, paradigms, and
conceptual dichotomies discussed thus far gravitate: the notion of a task. For
example, the Load Theory of Attention argues for the task-dependence of
where attention acts in perceptual processing. Further, the subject’s goals
pervasively influence attention, so much so that some theorists have ques-
tioned whether there is attention without the influence of goals. Finally,
three specific experimental paradigms have been central to the psychologi-
cal study of attention: dichotic listening, visual search, and spatial cueing.
In each of these, a well-defined task structures the experiments. Given
the centrality of tasks, might appeal to it provide a way to answer the
growing skepticism to explaining what attention is?

A well-defined experimental task establishes conditions such that when
they are fulfilled, the experimenter is confident that the subject has deployed
the capacity the experimenter is studying. Specifically, where the subject
has followed task instructions and correctly performed the task, the experimenter can be
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confident that the capacity in question has been deployed. Consider then
studies of attention using verbal shadowing in dichotic listening paradigms.
Where the subject correctly shadows the verbal stream assigned, the
experimenter can be confident that the subject is attending to that stream,
using the sounds in that stream to inform verbal response. Next, consider
the use of reaction time to measure task performance in visual search and
spatial cueing. The reaction at issue in both experiments is target detection,
and reaction time reflects the temporal properties of attention in serving
that task. Given that subjects perform that task, namely, producing a judgment
about the target’s presence or absence, this performance is a sign that the
subjects have been attending to the relevant target, using it to render a
judgment. This can also be discerned by looking at eye movements during
the task. Obviously, when subjects are not doing the task, say when they
twiddle their thumbs or continuously get things wrong, this is evidence
that they are not appropriately selecting the relevant target and are being
inattentive.

In the three experimental paradigms that I have discussed, it is clear that,
for each, there is a well-defined target, reaction to which requires selection
of that target to inform the response, whether tracking a conversation in
verbal shadowing or examining targets in target detection. As these
experiments are used to probe attention, there is a general assumption that
all experimenters on attention hold in using these paradigms:

Empirical Sufficient Condition for Attention (Semp): Subject S perceptually
attends to X if S perceptually selects X to guide performance of some
experimental task T, i.e., selects X for that task.

Where the subject selects some target to guide their response in carrying
out an instructed task, then the subject’s selecting of that target is sufficient
for the subject’s attending to that target. Notice that the condition introduces
a variable for the targets of attention and selection, targets that can be
information, locations, features, or objects. Thus, dichotic listening and
visual search involves the tracking of features and objects, say visible and
audible entities and their properties, while Posner’s spatial cueing paradigm
tests, in part, for attention to locations. In what follows, the focus will be
on locations, features (properties) and objects as targets of attention.

One might wonder why not just say that the subject’s selecting X is just
the subject’s attending to X. This would, however, require that selecting X is
a necessary condition as well, but that is controversial and more difficult to
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establish (I shall try to establish it in Chapter 3 by defending a selection for
action account of attention). For current purposes, the sufficient condition
provides an answer to the skepticism noted in the Introduction. For all
their doubts concerning answering the metaphysical question, theorists of
attention have done much interesting and important experimental work on
attention. Furthermore, an assumption in their experimental practice,
namely the empirical sufficient condition, provides a shared condition on
attention that is relevant to the metaphysical question. Of course, not all
sufficient conditions for a phenomenon are informative as to its nature.
That someone wins the Electoral College in the U.S. presidential election is
sufficient for their becoming U.S. president, but winning the Electoral
College doesn't illuminate what a president is. The interest of the empirical
sufficient condition is that it begins to flesh out talk of attention as selection
by drawing on an assumption in experimental work on attention.

On reflection, this should not be surprising. Any experimentalist who
wants a subject to direct attention knows how to do it, namely by having
the subject perform specific tasks with respect to a target. That is, if the
experimentalist wants to ensure that the subject attends to some X, then
the experimenter designs a task where X is task-relevant and where X must
be used to perform the task. To study attention, one needs to know how
to manipulate it and to keep track of it. A well-designed experimental task
is precisely one that creates conditions such that one can do so, and
this is just manipulating the subject’s task performance by manipulating
what the subject must selectively respond to. The empirical sufficient con-
dition then identifies a widely held assumption in empirical work on
attention that can serve as an initial foothold in the face of skepticism about
what attention is.

1.9 Summary

This chapter began by highlighting five basic questions, and in discussing
the fruits of psychological research in the last 70 years, uncovered many
answers, especially to the properties question. Of note, the properties of atten-
tion seem to point to two forms of attention. These forms have different
temporal profiles regarding when they exert their greatest effect and how
long they last, they have different dependencies on memory, and they seem
to call on overlapping, but different, neural networks. As a result, it has
been natural to divide attention, and this has led to two salient divisions
when characterizing attention: top-down versus bottom-up and control
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versus automaticity. I have provided an analysis of the resulting dichotomies
of attention, and highlighted an interesting category of attention, namely a
top-down, automatic form illustrated in Yarbus’s eye-tracking experiments.
This work provides a more detailed picture of our capacity to attend.

The function question has also received some interesting answers that in turn
suggest a possible answer to the metaphysical question. I have canvassed con-
ceptions of attention as a filter and a spotlight. On the one hand, Broadbent
emphasized filtering to explain the role of attention in perceptual processing,
namely in selecting relevant information for further work-up. On the other
hand, spotlighting suggests a phenomenal aspect to attention and has an
echo in Treisman’s talk of attention as selecting features to bind for con-
scious awareness of objects (she spoke of attention as “glue” for feature
binding). I will examine the phenomenal conception of attention and
attention’s relation to consciousness in later chapters (Chapters 4-6), but
the current discussion revealed an interesting property of attentional filtering,
namely that the stage at which attention acts, namely, early versus late,
seems to be task-dependent as hypothesized by the Load Theory. Rather
than attention being tied to a specific stage in processing, perhaps it is tied
to the task that the agent performs. Indeed, in the last section, I argued that
an implicit assumption in experimental paradigms used to probe attention
is that a subject’s selecting an item to inform task performance is sufficient
for the subject’s attending to that item. This then points to another possible
answer to the metaphysical question: might attention be selection for task,
indeed, for action?

Suggested reading

Mole (2011) and Hatfield (1998) discuss psychological work on attention
pre-1950, and Tsotsos (2011, chap. 1) presents a nice overview as well. A
succinct account of the psychology of attention from the 1950s onwards is
provided for in Driver (2001). Pashler (1998) is a monograph discussion
of similar terrain. Relevant recent review articles on the psychology of
attention can be found in Posner (2011). Lavie and Tsal (1994) provide a
discussion of the Load Theory of attention in light of the early versus late
selection debate. On visual search and Feature Integration Theory, Treisman
(1988) provides an overview, while Wolfe (1994) provides an update of
his version of visual search. Wright and Ward (2008) provide an excellent
overview of orienting and attention. Allport (1993) provides a well-known
critique of 25 years of attention research, while Carrasco (2011) provides a
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more recent overview of the last 25 years of attention work. On informa-
tion theory, Weaver (1949) provides an accessible overview (but see also
Appendix).

Notes

1 Subjects themselves can exhibit selectivity without attention. For example,
you might value fine wines, while | value fancy cars. We thus have selective
tastes or values, but none of this amounts to attention.

2 Where exactly one puts the bottleneck depends in part on a specific model
of the different stages of perceptual processing. Specific debates about
early or late selection in perceptual processing will ultimately be relative to
concrete models of perception. | will, however, operate with a simple concep-
tion of perceptual processing as consisting of a basic feature-processing
stage and then a later, higher-level categorical-processing stage.

3 One could argue that the switch occurs because shadowing involves
tracking a specific object, say the voice, rather than a specific channel,
say the right ear. Or perhaps subjects confuse the two objects of attention,
beginning first with spatial attention to the right ear but then focusing on the
voice. Setting this aside, Treisman’s experiment was one among many
experiments that pushed psychologists to late-selection theories.

4 In contrast, Navon and Gopher (1979) proposed that processing uses only
what it needs up to the limits of what is available.

5 What counts as a basic feature? For discussion, see Wolfe and Horowitz
(2004).

6 Aside from filters and spotlights, another common metaphor for attention
is a zoom lens (Eriksen and St James 1986). The claim that focused
attention is serially deployed can be challenged (Wolfe 2003). In particular,
one can develop coherent parallel processing models that mimic the RT
effects in conjunction search. Moreover, there are experiments suggesting
that feature search can involve attentional scanning (Treisman and Gor-
mican 1988) and that conjunctive targets can pop out (Nakayama and
Silverman 1986).

7 This gestures at the so-called “binding problem” in cognitive science. For
an exchange that brings out some of the central issues, see (Di Lollo
2012) and (Wolfe 2012). For an overview, see (Treisman 1996).

8 An alternative is to define top-down as attention to X resulting from the
processing influence by some cognitive system. Still, | think conative states
like desire can direct attention, so | opt for the definition in the text.
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Hutchinson and Turk-Browne (2012) note that memory can influence
attention, but that this influence is not captured by the stimulus-driven
versus goal-driven dichotomy. The definition of top-down attention given
earlier makes room for memory-guided attention.

The result has to be caused in the “the right way,” a caveat that points to
the problem of deviant causal chains in the philosophy of action. | assume
that those problems can be solved.

The bottom-up and stimulus-driven characterizations are overly focused
on the perceptual cases, but there are cases where involuntary thoughts
and memories can capture attention, “automatically” as one might say. To
allow for such cases, the definitions would need to be modified so that
different mental states can serve as the input into attention. | leave that as
an exercise.

It is worth noting that the Yarbus result has recently been revisited by
Greene et al. (2012) who were unable to replicate the intelligibility of eye
movement result using different images. This matter should be experi-
mentally revisited (e.g. one should try to replicate the Yarbus result with
the original image). One can make the claim in the text a conditional: if
the Yarbus result is correct, then there seems to be a form of top-down
automatic attention.

In fact, pop-out should be specifically understood as what happens with
respect to a feature in visual search where the time to locate that feature is
not sensitive to distractor set size. It need not imply attentional capture.
Jonides and Yantis (1988) found that when the subject is told to actively
ignore color (or other properties), then colored targets do not pop out,
and a plot of RT to set size now shows a non-zero slope, i.e., RT now
increases with set size. Jonides and Yantis make the further claim that
abrupt onset singletons, e.g., a flashing stimulus like the direct cues in the
spatial cueing paradigm, almost always capture attention (though in one
of their experiments, focused attention on a specific location abolishes
capture by abrupt onset stimuli; see Folk, Remington, and Johnston 1992
for discussion of this in an exchange with Yantis 1993). On missing things
when attending elsewhere, see the discussion of inattentional blindness,
Chapter 5.

Folk, Remington and Johnston (1992) propose the Contingent Involuntary
Orienting Hypothesis:

under conditions of spatial uncertainty, involuntary shifts of attention to a given stimulus
event ... will be contingent on whether that event shares a feature property that is critical to
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the performance of the task at hand. Specifically, involuntary orienting of attention will occur
if the event shares the critical property and will not occur if it does not.

(1992, p. 1032)

Jan Theeuwes (2010) has argued that the initial selectivity seen during
visual processing is always bottom-up, and he argues that these effects
happen in a temporal window that is too narrow for top-down modulation
to occur. This issue continues to be debated (see Theeuwes 2010 as target
article, and responses that follow). | am grateful to Barry Smith for
prompting the example that follows.
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THE NEUROSCIENCE OF
ATTENTION

2.1 Introduction

Psychological research on attention has yielded a wealth of data and
models. In responding to that work, it is easy to reach for metaphors of
attention as a filter, as a spotlight, or as something else. Metaphors have the
virtue of being compelling yet the vice of being uninformative. Can matters
be made more concrete? One reaction from neuroscience is to note that,
while the behavioral data generated in psychology suggest many ways that
attention might work, in the end, attention is implemented in a brain. It is
the brain and specifically neural mechanisms that ultimately realize the
capacities isolated in the various attention paradigms discussed in Chapter 1.
Understanding the brain will be fundamental to understanding attention. If
there is a question as to what attention is, then the answer will be found in
the workings of the brain. That is, one should pursue a neural mechanism-based
metaphysics of attention. Fundamentally, attention is a brain process, or so a
neuroscientist might aver.

The nature of mechanisms, either as an ontological category or as a type
of explanation, is a complex matter that must be sidestepped in favor of a
more general understanding.! I will construe mechanisms as certain kinds
of answers to a how-question: how does X happen, work, or how is X
implemented? Thus, how does attention happen, work, or how is it
implemented? One type of answer is a specification of a process that
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explains how X works, happens, or is implemented. Accordingly, Feature
Integration Theory presents a mechanism of object representation where
attention plays a crucial role and filtering describes a step in perceptual
processing where attention acts in a certain way. So, some mechanisms are
abstractly specified. In this chapter, I move from behavioral data and the
more abstract models they suggest to the workings of neurons and brain
regions to implement attention. In part this is to ground those abstract
models in concrete neural mechanisms and activities. The neuroscience of
attention will reveal echoes of filtering and spotlighting in the activity of
neurons, tantalizingly suggesting ways that psychology and neuroscience
might be united. It provides a way to unpack and examine a not uncommon
reductionist approach in the history of cognitive science that identifies
attention with a specific brain process. Might attention be a brain process?
This chapter examines the case for a positive view.

Section 2.2 begins with an explanatory framework due to David Marr as
a way of organizing data from neuroscience with an eye to connecting
neural mechanisms to the more abstract models from psychology. I then
highlight two basic features of visual neurons in Section 2.3: their generation
of electrical spikes and their possession of a receptive field that determines
what stimuli they respond to. Section 2.4 describes two changes to the
activity of a neuron under conditions of attention, changes that seem to
point to spotlighting and filtering: the amplification of a signal (gain
modulation) and the remapping of the receptive field. Section 2.5 zooms
out a bit to consider two general mechanisms that explain the phenomena
discussed in Section 2.4: biased competition and divisive normalization. A
third general mechanism for spatial attention that ties it to action is con-
sidered in Section 2.6, namely the influential Premotor Theory of attention.
Evidence against that theory will be considered. An assessment of a neural
mechanism-based metaphysics of attention is given in Section 2.7 and returns
a cautiously skeptical answer. Indeed, the attempt to identify neural
mechanisms for attention seems to rely heavily on the empirical sufficient
condition. This suggests that the connection to task might be more fundamental
in the order of explanation of attention.

2.2 The Marrian framework

It will be useful to provide an explanatory scheme to frame work in the
neuroscience of attention. The scheme is David Marr’s who begins his
book, Vision, as follows:
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What does it mean, to see? The plain man’s answer (and Aristotle’s, too)
would be, to know what is where by looking. In other words, vision is the
process of discovering from images what is present in the world, and
where it is.

(Marr 1982, 3)

Marr's opening question echoes two of the basic questions regarding
attention. On the one hand, Marr’s question suggests the metaphysical
question regarding vision: What is vision? On the other hand, it suggests
the function question: What is the purpose of vision? The answer from the
plain man provides an answer to both. To see, Marr claims, is to know
what is where by looking, and the point of seeing is to yield knowledge of
the external world. Accordingly, to specify this function of vision is to
begin to explain what vision is.

Marr assumes that the plain man’s answer is to be explicated by his own:
vision is an information process. In the sentence that follows the quoted
passage, Marr continues: “Vision is therefore, first and foremost, an infor-
mation-processing task ... ” (2, my italics). By “task”, Marr has in mind a
process ultimately to be investigated by neuroscience, although the functional
question has an explanatory priority. Marr thus moves from what philoso-
phers call functiondl role, in this case the purpose or goal the capacity serves,
to the redlizer of that role, namely, the implementation of the function. For
example, consider the role of being a can opener and the different physical
devices that can realize can openers. Similarly, one can focus on the neural
processes that implement knowing by looking. This links the neuroscience
of vision to the psychology of vision.

Let us focus on the three-tiered explanatory framework that Marr proposed
to explain vision, with the aim of adapting it to organize empirical work on
attention. Marr’s basic idea is that an adequate explanation requires
approaching the phenomenon from multiple levels. These are “the differ-
ent levels at which an information-processing device must be understood
before one can be said to have understood it completely” (24; my italics).
Indeed, Marr’s own work in neuroscience led him to prioritize the highest
level in his explanatory hierarchy, what he called the computational theory.
Here, the theorist specifies what the phenomenon is for, what role it plays.
The computational theory thus identifies the functional role of the capacity
of interest. For vision, the plain man’s answer gives the computational
theory, and Marr reconceptualized this idea as the visual system'’s taking in
information from a two-dimensional image corresponding to the stimulation
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of the retina (the input from looking) and generating a three-dimensional
visual representation of the world (the output as putative knowledge).

The next two levels are the algorithmic/representation level and the implementation
level.” In the former, the theorist specifies algorithms understood as pro-
cedures which, when carried out, compute the functions described in the
computational theory and identify the representations on which the algo-
rithms operate. For example, recall Treisman’s Feature Integration Theory
(FIT) where elements of feature maps are bound to yield object repre-
sentations. One can think of FIT as a proposal for part of the algorithmic
realization of vision as Marr conceives of it. Visual representations of the
environment require visual representations of objects, and FIT specifies a
process that generates visual representations of an object. In part, this
involves binding by focal attention. So attention implements one goal in
visual computation: taking representations of features and binding them to
yield a representation of an object. Once algorithms and representations are
specified, the goal then is to identify their physical (neural) implementation.

Note that the algorithmic level is the bridge between the functional spe-
cification of what a capacity is for at the computational level and the physical
specification of the realization of that capacity at the implementation level.
Furthermore, if mechanisms are what explains how things work, one can
think of both the descriptions of algorithms, as well as of the neural
implementation, as descriptions of mechanisms. That is, one can treat the
lower two levels as providing a type of mechanistic understanding of the
capacity described at the computational level, a way of explaining how that
capacity works. The focus in this chapter will be on neural mechanisms,
though some of the proposals to be discussed (biased competition and
divisive normalization) are pitched more at the algorithmic level even
though their proponents are thinking of neural interactions. There is also a
wealth of computational work on attention that we will not have space to
consider (for a nice overview and taxonomy of this type of work, see Tsotsos
and Rothenstein 2011).

Marr’s proposal suggests a way to organize attempts to explain what
attention is. Indeed, I argued that all experimentalists investigating atten-
tion should endorse the following sufficient condition for attention: where
S perceptually selects X to inform performance of task T, then S perceptually
attends to X (in T). Focusing on the visual system, the relevant conditional
is: if § visually selects X to inform T, then § visually attends to X. One can
take as the relevant tasks activities such as visual search, filtering, spatial
localization, and some of the tasks to be discussed below. But notice that
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this gives an initial computational theory of attention. One function of
attention is to serve performance of tasks of these kinds.?

Certainly, the current computational theory is incomplete since it provides
only a sufficient but not necessary condition for attention. Still, it provides
an empirically motivated starting point for relating empirical work in psy-
chology and neuroscience. The idea is to begin with some defined task T
that requires visual attention. This gives the computational theory for visual
attention vis-a-vis T: visual attention is visual selection of some X that
serves performance of T. One then canvasses proposals for the algorithms
that implement selection of X for task T and the representations that are
needed. For example, one can ask about the algorithms needed for selection
of spatial locations in the Posner spatial cueing paradigm and the requisite
representations of spatial location. Moving to the level of neural imple-
mentation, one can then ask how the brain implements such algorithms
and representations. Of course, work at each level will mutually inform and
constrain each other. Ideally, the product will be a complete explanation of
one form of attention, namely selection of X for spatial cueing. This can be
iterated for other experimental tasks, leading to a complete story across
Marr’s three levels for each task. One hope is that this investigation will
identify commonalities in mechanisms, both computational and biological,
across tasks. Completing this project, however, will not be easy, but the current
point is to provide an organizing framework for any such investigation:

Computational Theory
Perceptual Attention = Selection of X for task T

Representation/Algorithm Level
Computational Mechanisms (filtering, binding)
Implementing Selection of X for T

Implementation Level
Neural Mechanisms
Implementing Computational Mechanisms

Figure 2.1 A Marrian framework for attention consisting of three levels of explanation: the
computational theory, the algorithmic/representational level, and the hardware
(neural) implementation level.
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What is gained from this perspective is a way to use some of the more
abstract results from Chapter 1 to filter and organize the more concrete
results to be discussed in the remainder of this chapter.

2.3 Two basic features of neurons

This section focuses on two fundamental features of neurons: their firing
(spike) rate, which is a function of their electrical activity, and their receptive
fields, a determinant of their electrical response. Mental function is driven
by the electrical activity of neurons. Due to an electrochemical gradient that
is actively maintained across its cell membrane, a neuron is able to generate
an action potential, a rapid change in the electrical potential across the mem-
brane. An action potential can be recorded as a spike or electrical discharge,
and the generation of spikes, referred to as spiking or firing, is the way neu-
rons carry information. Spikes can be detected and recorded directly using
an electrode strategically placed on a neuron or multiunit electrodes that
record spikes across a population of neurons. Neurons can be recorded in
vitro, as when a sample of brain tissue is manipulated, or in vivo in recording
from live animals, either awake or anaesthetized. Neural activity can also
be monitored indirectly by different forms of neuroimaging such as func-
tional magnetic resonance imaging (fMRI), electroencephalography (EEG),
and magnetoencephalography (MEG).* These provide a window on neural
activity via changes in blood flow, electrical fields, and magnetic fields,
respectively, changes that are correlated with neural activity. These methods
allow for monitoring large brain regions, and their spatial and temporal
resolution are accordingly much coarser than that of direct electrophysiological
recordings. Such techniques can give a picture of activity across multiple
brain regions.

An important measure of neural function is the firing rate, namely the
number of spikes per unit time. Many neurons will spike spontaneously,
giving a baseline firing rate for that neuron. Think of this baseline as the level
of activity of the neuron when it is not being stimulated. Neurons receive
inputs from other neurons or, in the case of neurons at the sensory organs,
from external stimuli. Stimulation by these inputs can alter baseline firing
rates, either increasing or suppressing firing rate. As experiments demon-
strate, attention can also affect firing rates. The following are two types of
plots showing changes in firing rate (the plots also show the difference of
firing rate with and without attention, which is discussed in more detail in
what follows):
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Figure 2.2 Example of plots showing the spikes generated by a single neuron when a stimulus
of a certain contrast was presented in its receptive field. In panels (A) and (B),
which give raster plots of a train of spikes, each horizontal row of dots represents
a single experimental trial, and each dot represents a spike. Time “0” indicates
the onset of the stimulus that exhibits a contrast at 10%. The thick black line
on the x-axis shows the duration of the stimulus. In (A), the animal directed
attention outside of the neuron’s receptive field. In (B), the animal directed atten-
tion within the neuron’s receptive field. Note the increase in firing rate centered
around 200 milliseconds (ms). In (C), the average of the responses across all
experiments is plotted, with the black line generated from data from (B) and
the gray line from data from (A). Note the separation in the two lines at about
100 ms after stimulus onset, indicating a difference in neural activity due to
attention. Reprinted from J. H. Reynolds, T. Paternak, and R. Desimone (2000)
“Attention Increases Sensitivity of V4 Neurons.” Neuron 26: 703—14 with permission
from Elsevier.

To characterize sensory neurons, neuroscientists use the concept of a
receptive field. For visual neuronms, the receptive field is that region of
the retina where stimulation by light causes the neuron to change its
firing rate relative to baseline. A neuron’s receptive field can also be
defined as an area of external space, in which a stimulus causes changes to
the neuron’s firing rate. Properly understood, this latter definition is
equivalent to the definition that appeals to the retina, since the relevant
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Figure 2.3 Location of two visual receptive fields. In the figure, the gray rectangle can
be understood as the screen on which stimuli are projected. The eyes are at a
distance of 57cm from the screen and fixated at the point where the two
lines from the eyes converge. At that distance, one visual degree spans one
centimeter. The visual receptive field of a neuron in primary visual area V1 is
small, perhaps 0.5-2 visual degrees near the fovea. Receptive fields increase
in size as one goes up the visual hierarchy. By the time one reaches the
inferotemporal (IT) cortex where we have representations of objects, the visual
field of an IT neuron is nearly 40 visual degrees in size. The figure is
reproduced from “Visual Receptive Fields” at http://www.scholarpedia.org/
article/Receptive_field with kind permission from Jose-Manuel Alonso. The
presence of a preferred stimulus within the receptive field drives the neuron to
respond.

area of space projects to a specific region of the retina (see Figure 2.3).°
When I speak later of attending within the receptive field, I will use the second
definition.

Furthermore, many early visual areas, such as primary visual area VI,
are retinotopic in that neurons adjacent to each other have receptive fields
that are adjacent to each other. As many studies on attention involve
humans or macaque monkeys, the following is a map of some salient visual
areas in both:


http://www.scholarpedia.org/article/Receptive_field
http://www.scholarpedia.org/article/Receptive_field
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Parietal Lobe
Frontal Lobe

Temporal Lobe

Figure 2.4a Human Visual System showing the four lobes of the brain: frontal, parietal, tem-
poral, and occipital. Relevant cortical visual areas are as indicated. There are two
cortical visual streams of note: the dorsal stream that extends into the parietal
lobe (with distinction between a dorsal-dorsal and the ventral-dorsal pathway;
extending into SPL and IPL, respectively); and a ventral stream that extends into
the temporal lobe. MT (middle temporal area; also known as V5); MST (medial
superior temporal area); IPL (inferior parietal lobule); SPL (superior parietal
lobule); IT (inferior temporal cortex). Also included are visual areas V1-V6.

Figure 2.4b The macaque (Rhesus) monkey visual system along with areas related to eye
movements and their connectivity: FEF (Frontal eye field); LIP (lateral intrapar-
ietal area); MST (medial superior temporal area); MT (middle temporal area).
Reprinted from K. G. Thompson and N. P. Bichot (2005) “A visual salience map
in the primate frontal eye field.” Progress in Brain Research 147: 248-362 with
permission from Elsevier.

To take stock, there are neurons in the visual system that have spatial
receptive fields such that stimulation by light from an object in the external
world can drive the neurons to generate spikes at a certain firing rate and
thus to carry information about the stimulus. The questions then are this:
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What happens to neural activity during attention? What do these changes
in activity have to do with the function of attention?

2.4 Attention-driven changes in activity
in single neurons

There are a variety of measured effects on neural activity when attention is
deployed, but let us focus on two: (1) changes in gain; and (2) receptive
field remapping.® We shall focus on visual neurons.

2.4.1 Attention and gain modulation

The intuitive idea behind change of gain is the boosting of a signal over
background noise. Imagine standing in a field at night and dimly seeing an
animal moving in front of you. Given the darkness, it is very difficult to
identify the object, to separate it from the similarly dim background. Now
imagine shining a flashlight on the animal, illuminating it. In this way, you
boost the “signal” of the animal to the visual system, making it contrast
more strongly against the background of the field. You can now see clearly
that it is a fox. Might attention function like the flashlight, functioning also
to boost a visual signal?

Many visual neurons have a preferred stimulus that drives them to gen-
erate a high firing rate. For example, visual neurons may prefer lines of
specific orientations, motion in particular directions, or even certain
objects like a fox. One can identify a neuron’s preference by placing different
types of stimuli in the neuron’s receptive field and then recording the
neuron’s firing rate. Let’s connect the example of the spotlight on the fox
to the response of an actual neuron to visual contrast. This neuron
responds to alternating black and white lines, i.e., high contrast. Further-
more, this neuron also prefers lines at specific orientations as shown in
Figure 2.5. This response curve was generated by presenting the neuron with
high contrast lines at different orientations and then plotting its firing rate
for each orientation. It would be natural to think that neurons are only
“on” for stimuli that they like and “off” for stimuli that they do not, but
the figure clearly shows that neural response isn’t simply a matter of being
on or off. Rather, a neuron’s firing rate is sensitive to variations in the sti-
mulus with which it is presented, in this case variations in orientation. For
this neuron, the preferred stimulus is one with lines oriented at 105
degrees (this is at the maximum of neural activity).
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Figure 2.5 Multiplicative Gain: A plot showing the activity of a single neuron in visual area V4
to a visual stimulus. A “line” (actually a Gabor patch or contrast gradient) was pre-
sented at various orientations in the neuron’s receptive field. The open circles show
the activity to the stimulus when attention was directed outside the neuron’s
receptive field. The preferred stimulus is a line oriented at about 105 degrees. The
black squares show the neuron’s activity when attention was directed within the
neuron’s receptive field. Attention gain modulates response to the stimulus,
amplifying its signal (compare the black and white points for each orientation).
The dashed line shows the neuron’s baseline activity in the two conditions in the
absence of'a stimulus in the receptive field. Reprinted from C. J. McAdams and J. H.
R. Maunsell (1999) “Effects of Attention on the Reliability of Individual Neurons in
Monkey Visual Cortex”, Neuron 23: 765—73 with permission from Elsevier.

While theorists identify attention with selection, there are many kinds of
selection that don’t count as attention. Specifically, neurons can be selective
without themselves paying attention. The neuron just discussed provides an
example of this. It is clearly selective in preferring a specific orientation,
but it would be odd to say that the neuron is thereby paying attention to
the stimulus. Indeed, the lower curve in Figure 2.5 is measured in the
absence of attention. What does this mean? In an experiment, one can
manipulate where the animal directs attention by how one designs the
experimental task. If one makes the lines in the previous example task irre-
levant, but requires that the animal focus on a different part of space outside
of the receptive field of the neuron, then the animal will not attend to the
lines or, indeed, to the receptive field. This “minus-attention” condition is
how one generates the first curve. What happens when the lines are task
relevant, so that the animal now attends to them? One can again plot the
neuron’s response to the lines under this “plus-attention” condition and
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the results are striking (see Figure 2.5, top curve). It is as if each point in
the minus-attention curve is multiplied by some constant factor to generate the
corresponding response in the plus-attention condition. The firing rate
increases when attention is directed within the neuron’s receptive field,
relative to when attention is not so directed. This is understood as multi-
plicative or response gain: attention to a stimulus within a neuron’s receptive
field boosts the neuron’s firing rate.

There is also a second type of change in gain, what is called contrast gain,
as shown in Figure 2.6:

Hesponse

Contrast (%)

Figure 2.6 “Contrast-gain model of spatial attention. Spatial attention directed from outside
the RF (light curve) to inside the RF (dark curve) shifts the contrast response
function of the model neuron leftward. Responses are in arbitrary units.” Rep-
rinted from Geoffrey M Boynton, (2005) “Attention and visual perception” Current
Opinion in Neurobiology. 15: 465—469 with permission of Elsevier.

The right curve shows the response of a neuron sensitive to contrast.
When attention is deployed to stimuli in the neuron’s receptive field, there
is a leftward shift of the response function in the plus-attention condition.
Let us simplify matters by noting that this shift in response reflects a
greater sensitivity to contrast when attention is deployed. To anthropomorphize
the neuron, it is as if the neuron can “see” lower contrast as if it were higher
contrast. At lower levels of contrast, the neural response is more vigorous
(remember the fox in the dark).

Why should these effects on single neurons be useful in thinking about
attention as a selective process? Noudoost et al. (2010) write: “The objec-
tive of attention can be viewed as increasing the signal-to-noise ratio (SNR)
of the readout from sub-populations of neurons encoding the selected
representation” (p. 183). Think of signals as carrying information (in
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Shannon’s sense, see Appendix A), and noise as interference. Effective
transmission of information, then, goes with an SNR ratio that is high, and
one way to achieve this is to boost the signal relative to noise by changing
the gain of appropriate neural signals. The intuitive idea is that when
attention selects some stimulus, it amplifies representations of that stimulus
(signal) over other representations (noise). Perhaps this is the neural cor-
relate of a spotlight. That said, it is important to emphasize the limits of
the spotlight metaphor. It is not as if attention just locally amplifies a signal,
as if there was a spotlight on specific neurons in the brain. Rather, attention
appears to have varied effects on neural activity, including activation and
suppression (Datta and DeYoe 2009), and, even at the level of behavioral
response, many psychologists long ago dropped the spotlight metaphor
(Eriksen and St James 1986). The gesture at the spotlight metaphor as
echoed in gain modulation is only to indicate some suggestive if inchoate
connections between psychology and neuroscience. A less contentious
point is that if there is anything to spotlighting, it has an echo in gain
modulation.

2.4.2 Receptive field remapping

Receptive field remapping involves selectivity within the receptive field
and, in a sense, a form of neuronal filtering. Let’s first begin with the fol-
lowing question: Placing a preferred stimulus in a neuron’s receptive field
drives a robust neural response, but what happens to neural activity when
there are two stimuli in the receptive field? Take a case where a neuron is
presented with its most and least preferred stimulus, i.e., a stimulus that
generates the maximum firing rate and one that generates the minimum
firing rate relative to baseline. What does the neuron’s response look like?
You might expect the neuron to respond to the stimuli as if they were
independent of each other and, thus, the total firing rate to be the sum of
the firing rate to each stimulus presented individually. This is not what is
seen. In visual areas V2 and V4 in minus-attention conditions, the firing
rate was observed to be the weighted average of the two stimuli (Reynolds,
Chelazzi, and Desimone 1999). This averaging is referred to as divisive
normalization.

The averaging effect is seen in minus-attention conditions, i.e. when
attention is directed outside the neuron’s receptive field. One can now
design an experiment where the animal has to direct attention to only one
of two stimuli in the neuron’s receptive field, either the preferred or
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unpreferred stimulus. Again, this is done with a well-defined task where
only one of the two stimuli is task relevant. Moran and Desimone (1985)
did this, recording from cells in area V4 and found that firing rate corre-
sponded to the stimulus that was the target of attention as if the second stimulus
in the receptive field was ignored. In other words, the response was no longer
averaged but was seemingly driven only by the attended stimulus. To put it
another way, if the animal was attending to the preferred stimulus, then the
firing rate was as if that stimulus was the only one in the receptive field.
Moran and Desimone noted that “when attention is directed to one of
two stimuli in the receptive field of a V4 cell, the effect of the unattended
stimulus is attenuated, almost as if the receptive field has contracted around
the attended stimulus” (p. 783). That is, it is almost as if the receptive
field remaps, getting smaller so that unattended stimuli are effectively shut
out. Echoing Broadbent’s ideas, Moran and Desimone also speak of the
effect as “filtering”. One can thus rationalize receptive field remapping in
terms of selective filtering and connect a basic feature observed at the
hardware neural level with more abstract descriptions of attention provided
by psychologists. This suggests a tantalizing way of bridging Marr’s levels,
namely the more computational mechanisms of the algorithmic level with
the biological mechanisms of the implementation level. The bridge is
through a common functional description: filtering. Nevertheless, a strong
word of caution: these links are merely suggestive and the task of bridging
the neuroscience and psychology of attention will be a complicated matter.

2.5 Neural-based theories of attention

I have thus far focused on individual neurons that echo the metaphors of
attention as a spotlight and as a filter, but the psychological capacity of
attention is implemented in the activity of populations of neurons and,
indeed, of whole brain regions. This section surveys two influential
mechanisms that look to the interaction between neurons: biased competition
and divisive normalization.

2.5.1 Biased competition

Robert Desimone and John Duncan (1995) presented the concept of biased
competition as central to understanding attention: “the model we develop is that
attention is an emergent property of many neural mechanisms working to
resolve competition for visual processing and control of behavior” (p. 194).
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Strikingly, Duncan and Desimone do not identify attention with the
underlying neural mechanisms, but with an “emergent” property. For cur-
rent purposes, the proposal is that the mechanisms of biased competition
realize attention. What then is biased competition?

Competition is connected to resource limitations, echoing concerns
familiar from the psychology of attention. Focusing on the visual system,
Duncan and Desimone (1995) suggested that the receptive field is a limited
resource:

receptive fields can be viewed as a critical visual processing resource, for
which objects in the visual field must compete ... If one were to add ever
more independent objects to a V4 or IT receptive field, the information
available about any one of them would certainly decrease. If, for example,
a color-sensitive IT neuron were to integrate wavelength over its large
receptive field, one might not be able to tell from that cell alone if a given
level of response was due to, say, one red object or two yellow ones or
three green ones at different locations in the field.

(197)

Desimone and Duncan identify the receptive field as a limited resource, but
what they likely mean as the resource is the neural response of that
neuron: namely, firing rate. Given biophysical limits, there is a limit to the
number of spikes per unit time that can be generated. When two stimuli, X
and Y, are presented in the neuron’s receptive field, the neural response
(firing rate) is observed to be the weighted average of the individual
responses. This averaging is the manifestation of competition between
the stimuli for the neuron’s limited capacity for spikes. To the extent
that a stimulus can win the competition for spikes, the sign of winning is
that a stimulus, say X, gets the neuron to respond as if only X is in the
receptive field while the loser, Y, gets ignored from the perspective of
neuronal response. It is as if the receptive field has shrunk around X and
excludes Y.

The crucial idea in respect of attention is that competition is biased. One
stimulus is favored over another. To see how this biasing might work, it will
help to take a provisional stand on these questions. In Chapter 1, I suggested
that top-down attention involves goals influencing selection. A natural idea,
then, is that what biases competition are goals, the tasks one aims to exe-
cute. These goals render some stimuli more relevant than others, and as a
result of one’s goals, the competition is biased in favor of goal-relevant
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stimuli. But once there is goal-directed biasing of this sort, attention
“emerges” or is “realized” in competition when the winner takes all of the
spiking resources. Note that this conception of biasing is a way of con-
necting tasks to attention: the goals that the subject aims to achieve are tied
to tasks that work towards that achievement.

Here is a speculative extension of the basic picture. Consider the visual
system’s being presented with stimuli X and Y, say two lines of different
orientation. If the subject attends to X, then at appropriate stages in the
visual processing hierarchy, receptive fields might remap in favor of X over
Y due to biased competition, so that it is as if only X is present in the visual
field. X has won the competition over Y. Let this process play out through-
out the visual hierarchy such that at the end, for the sake of argument, all
resources has been apportioned to the winner X. So, the system is in a state
of having selected X rather than Y at the level of neural response. Thus, the
resolution of competition for spikes can be seen in this receptive field
remapping across relevant parts of the visual system, yielding the selection
of X over Y for further processing. Perhaps this is how attention as selection
of X for task emerges at the subject level, implemented by biased competi-
tion (this is an open empirical question). The speculative idea is a link
between a schematic mechanism, resolution of competition for spikes and
consequent remapping of receptive fields, and the selecting of a stimulus
for further processing such as performing a task.

The expectation, then, is that large-scale neural activity will be appor-
tioned to the winning stimulus and away from the losing stimulus in the
competition for neural activity. Some experiments using imaging such
as functional magnetic resonance imaging (fMRI) provide a snapshot of
brain activity that is consistent with the predictions of biased competition.
fMRI measures metabolic changes in the brain, specifically changes in blood
flow through the blood oxygen-level dependent (BOLD) signal. The
assumption is that such metabolic changes reflect changes in neural activity
as such activity consumes energy. This requires that the relevant brain areas
receive additional oxygenation. What is observed is that attention to X
rather than Y activates regions devoted to processing X at the expense of
those regions devoted to processing Y. For example, the observed BOLD
signal can increase relative to baseline in regions of the brain that respond
to X, while it decreases in regions that respond to Y (see Kastner and
Ungerleider 2001 for discussion of some relevant results).” In the Marrian
framework, some forms of attention involve selection of information for
task. This selection, described functionally, might be implemented by biased
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competition that leads to receptive field remapping and the filtering of
information.

2.5.2 Divisive normalization

As we have seen, neurons often show divisive normalization, seen in a
weighted average response when multiple stimuli are placed within their
receptive fields. In this section, I briefly sketch a link between attention and
divisive normalization. Currently, this is an area of active research in neu-
roscience, and investigation is in its early stages. The current hypothesis is
that the mechanism for attention acts through the mechanism that yields
divisive normalization. The hope is that the appeal to divisive normalization
might explain the neuronal effects of attention. If so, then the mechanism
uncovered might be a fundamental neural mechanism of attention. To get a
sense of how divisive normalization comes about, take a neuron, N, which
exhibits normalization, an averaging of its response to multiple stimuli. It
is postulated that N’s response to multiple stimuli in its receptive field is
the result of its interaction with other neurons that also respond to the
stimuli and suppress N'’s response. Reynolds and Heeger (2009) speak of this
suppressive population of neurons as N’s normalization pool. Thus, the impli-
cated mechanism yielding normalization can be modeled as dividing N's
response by the total activity of its normalization pool (for recent models,
see John H. Reynolds and Heeger 2009; Lee and Maunsell 2009; Boynton
2009). N responds to a stimulus in a way determined by its “listening” to
other neurons that are also responding to that stimulus.

Visual neurons have a preferred stimulus to which they respond by firing
strongly. A nonmathematical way to think about normalization is as a neu-
ron’s answer to the following question: How similar is the set of stimuli in
my receptive field to my preferred stimulus? One can read the strength of
the neuron’s response as a report of stimulus similarity to the preferred
stimulus, e.g., in respect of orientation, direction of motion, or some other
feature. Thus, when the preferred stimulus is presented, the neuron fires
strongly (the stimulus is of my preferred type); when the least preferred
stimulus is presented, the neuron fires weakly (stimulus is not very similar
to preferred); and when multiple stimuli are presented, then the response
is some weighted average (the set of stimuli is somewhere in between
preferred and non-preferred). The appearance of the weighted average
when multiple stimuli are present is a neural signature of normalization.
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Why is normalization important to attention? Note that not all visual
neurons exhibit normalization (Lee and Maunsell 2009; Ni, Ray, and
Maunsell 2012). For those that don’t, one can think of their response as an
answer to a stricter question: Is my preferred stimulus in my receptive
field? Where the preferred stimulus is present, the neuron fires strongly, even
if there are non-preferred stimuli present as well. Thus, a non-normalization
neuron’s response to multiple stimuli is not the weighted average of its
response to each stimulus individually. Indeed, non-normalization neurons do
not show the effects of attentional modulation that normalization neurons
do. There is some data that suggests that the neural mechanism that
implements normalization is also the one through which attentional mod-
ulation works. Specifically, attentional effects such as receptive field
remapping are seen in (i.e., are correlated with) neurons that show nor-
malization and are not seen in neurons that do not show normalization
(Lee and Maunsell 2009, fig. 6). The suggestion, then, is that the effects of
attention on neural activity might be mediated by the mechanisms of nor-
malization.® Indeed, divisive normalization has been used to explain the
neural effects of attention noted earlier, such as changes in gain and
receptive field remapping (again, see John H. Reynolds and Heeger 2009;
Lee and Maunsell 2009; Boynton 2009). It is worth pointing out, however,
that normalization is not restricted to attention. Matteo Carandini and
David Heeger (2012), for example, argue that normalization is a “canonical
neural computation,” one that is computed throughout the brain. Normal-
ization, then, might be a fairly ubiquitous feature of neural computation,
one through which attention acts to generate some of the effects on neural
activity noted earlier.

Let us now set the discussion in light of the Marrian framework. Neuro-
scientists have identified some effects of attention on neural activity: gain
modulation and receptive field remapping. This is activity at the imple-
mentation level, measured directly from neurons. There are also more
abstract computations and mechanisms such as normalization and biased
competition. These ideas point to psychological correlates in terms of fil-
tering and spotlighting. Finally, there is an overarching conception of
attention from the empirical sufficient condition for attention: selection for
certain tasks. A task for empirical science will be to tie all these disparate
elements together in a comprehensive theory of attention. Certainly, that
task of tying these ideas together is a large one, but there are enough
potential links to suggest optimism that a Marrian explanation of attention
might be possible.
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2.6 The Premotor Theory of Attention

Let us now consider one last, influential theory of spatial attention in
vision, the Premotor Theory of Attention. In primates, work in neuroscience has
suggested that the top-down network of attention involves several areas: the
frontal eye field (FEF) in the frontal lobe that connects to the lateral
interparietal sulcus (LIP) as well as to other visual areas, including area V4.
FEF is also connected to a subcortical structure, the superior colliculus
(SC), which is necessary for generating saccadic eye movements, the bal-
listic movements that occur 2—3 times per second (for a succinct, some-
what technical overview of the relevant circuitry for eye movements, see
Munoz 2002). Indeed, stimulating FEF neurons with a sufficiently strong
electrical current can generate saccadic movements.

FEF also seems to have a role to play in the mechanisms of covert
attention, namely attention that is independent of actual eye movements.
This is suggested by an experiment by Moore and Fallah (2001). When a
monkey’s head is fixed and it is maintaining fixation on a central point,
stimulation of FEF neurons with a strong enough current generates a sac-
cadic eye movement to another location. Analogous to the idea of a
receptive field, the region of space to which the eye movement is gene-
rated after stimulating an FEF neuron can be understood as identifying
the motor field for that neuron, the space to which an action is directed.
Moore and Farah had monkeys perform a detection task: to release a held
lever when a target changed in luminance. The target was not at the fixa-
tion point, but within the receptive field of a neuron from which record-
ings were being taken. Using stimulation of FEF neurons at lower currents
that did not generate eye movement, they found that detection perfor-
mance was enhanced when FEF stimulation occurred while a target was
present in the neuron’s motor field, again at the location to which the eye
would have moved at higher stimulation currents. So, activating an FEF
neuron whose motor field is at X facilitates target detection at X. While
stimulation at lower currents did not induce a saccade, it led to attention-
like effects on neural activity. The tantalizing idea is that stimulation at FEF
was sufficient for covert attention to X (one should be cautious since sti-
mulation typically effects a large number of neurons; Histed, Bonin, and
Reid 2009).

Further work suggests that electrical stimulation of FEF neurons with a
motor fleld at location X also yields attentional effects in neurons in other
visual areas whose receptive fields are at X. That is, when the motor field of
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an FEF neuron overlaps with the spatial receptive field of a visual neuron,
electrical stimulation of the former can lead to attentional effects in the
activity of the latter. Moore and Armstrong (2003) found that stimulation
of FEF neurons at levels insufficient to induce a saccadic eye movement did
increase the gain of V4 neurons whose receptive fields overlapped the
FEF motor fields. Thus, stimulation of FEF neurons led to changes in V4
neuronal activity of the sort observed when attention is directed into the
receptive field. Interestingly, stimulation of FEF neurons whose motor fields
did not coincide with the V4 neuron’s receptive field led to suppression
of the V4 response. To echo James’ observation, the idea of attention
being increased and withdrawn has an echo in differences in neuronal
activity. These effects in V4 were observed about 40 milliseconds (ms) after
stimulation at FEF, which is consistent with FEF being the source of the
changes. This provides suggestive evidence that attentional effects in V4
can be mediated by prior activity in FEF. In general, manipulation of nodes
in the top-down attentional network such as FEF might lead to attentional
modulation. In light of these results, one might wonder whether the
representations of eye movement in FEF play a role in directing spatial
attention. Put another way, might the mechanisms of overt attention, i.e.,
mechanisms yielding eye movement, be closely tied to the mechanisms
of covert attention? The Premotor Theory answers this question in the
affirmative.

The Premotor Theory of attention holds that there is a tight connection
between the circuitry responsible for generating eye movement and that
generating covert spatial attention. An influential conception of attention is
that it is a general “supramodal” capacity that is distinct from but influ-
ences perceptual and motor processing. In contrast, Raymond Klein (1980)
suggested that

When attention to a particular location is desired, the observer prepares
to make an eye movement to that location; the oculomotor readiness ...
has the effect of enhancing processing in or from sensory pathways
dealing with information from the target location.

(262)

Klein spoke of this as the oculomotor readiness hypothesis (OMRH). Later, Giacomo
Rizzolatti (1994) and coworkers proposed the Premotor Theory, arguing
that attention is not tied to a supramodal system separate from
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sensorimotor circuits, but that it emerges from those circuits. Klein and
Lawrence (2012) suggest that OMRH and the Premotor Theory “both
propose that the process of preparing to move the eyes ... is the mechan-
ism by which endogenous covert spatial attention is engaged” (15). As the
Premotor Theory has been more widely discussed, I shall focus on that.

A central idea in the Premotor Theory is that of a spatial pragmatic map. Such
maps are embodied in neurons that have both motor and visual receptive
fields that spatially overlap. Again, a motor field of a neuron N is that region
of space L such that a motor output towards L triggers the neuron to fire.
Let the visual receptive field of N also be at L. Then the visual and motor
receptive fields overlap. The neuron thus fires either when a stimulus is
placed in L, activating its visual receptive field, or a movement is directed
towards L, activating its motor field. One can then think of this neuron as
coding both a motor and visual spatial map of L, i.e., a spatial pragmatic
map.

Rizzolatti et al. (1994) note three central tenets of the Premotor Theory:

1. The mechanisms responsible for spatial attention are localized in the
spatial pragmatic maps ...

2. Spatial attention is a consequence of a facilitation of neurons in the
spatial pragmatic maps. This facilitation depends on the preparation to
perform goal-directed, spatially coded movements.

3. Different spatial pragmatic maps become active according to the task
requirements.

(239—40)

There is then a simple construal of the Premotor Theory. If spatial prag-
matic maps do double duty as action and spatial representations, then
when the subject intends to execute the represented action, this activates
the action representation in the spatial pragmatic map. But since these
representations are spatidl pragmatic maps, the activation of the action
representation of necessity activates the spatial representation. Assuming
that this activation of spatial representations suffices for the inducement of
spatial attention to the region in question, then appropriate action yields
appropriate attention.” This is a striking way to tie attention to task, for on
the Premotor Theory, spatial attention to a location is realized in the acti-
vation of specific action representations to that location. That is, in select-
ing a location as a target for action, the subject thereby attends to that
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location. There are three possible formulations of the Premotor Theory: the
identity, causal, and anatomic formulations. The strongest thesis is the identity
formulation: the neural circuits for preparing eye movement to location
L are just the neural circuits for visual spatial attention to L. The causal for-
mulation is weaker in that it endorses only a causally sufficient condition:
normal preparatory processing for eye movement to location L is sufficient
to cause visual spatial attention to L. Finally, the anatomic formulation holds
that a brain region contains circuitry for preparatory movement activity and
for spatial attention.

Although the results from Moore and co-workers are consistent with the
identity and causal formulations of the Premotor Theory, there does seem
to be compelling data against the identity formulation. For example, Pouget
et al (2009) have argued on anatomical grounds that the FEF neurons that
influence V4, as in the Moore and Armstrong results, are distinct from the
FEF neurons that play a role in eye movement. The relevant FEF neurons
for both circuits occur in different layers of the cortex (the cortex has
six layers). If this result holds up, then the FEF neurons subserving atten-
tion are anatomically distinct from those subserving eye movements.
So, there is an anatomical distinction that undercuts the identity claim
regarding motor-attentional circuitry. There seems to be growing consensus
that the current body of evidence speaks against the identity formulation of
the Premotor Theory (Smith and Schenk 2012). The causal formulation,
however, is left open and further work is needed to decide whether it is
correct. Thus, it might be that some of the mechanisms of spatial attention
involve circuits tied to preparing eye movement. There is also reason to
think that the anatomical formulation might be correct, specifically given
the role of FEF in both the generation of eye-movement and the induce-
ment of spatial attention. Still, to the extent that the anatomical Premotor
Theory is correct, it is on its own mechanistically uninteresting, for it
amounts to the claim that certain brain regions contain neurons involved in
generating eye movement and neurons involved in generating spatial
attention.

An interesting feature of the Premotor Theory is its denial of a supra-
modal account of spatial attention that emphasizes the attentional system as
distinct from perceptual circuits. If the identity formulation of the Pre-
motor Theory is false, then the supramodal theory of spatial attention
remains on the table. In general, the question of whether the capacity for
perceptual attention is implemented in supramodal circuits or in perceptual
circuits remains an open empirical question.
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2.7 Challenges to a neural mechanism-based
metaphysics of attention

Is attention a brain process? Might it be a specific neural mechanism? We
are ready to assess these questions. Any neural mechanism-based approach
to the metaphysical question has two implications:

e Necessity: Where attention obtains, so does the relevant neural
mechanism.

o Sufficiency: Where the relevant neural mechanism obtains, so does
attention.

A neural mechanism-based approach to the metaphysics of attention might
be an identity theory: attention = neural mechanism N. There are other
claims that also imply necessity and/or sufficiency, say that attention is
constituted by or supervenes on N, but for ease of discussion, I'll stick to
the identity formulation as the stalking horse. This won’t matter save
for expository purposes. The targets are necessity and sufficiency. Philoso-
phers have to date largely given up on mental-physical identities, at least
those that identify a type of mental state with a type of physical state (a
type-identity theory). Historically, an influential argument against the
identity theory was the possibility of the multiple redlizability of the relevant
mental state. Here’s a quick gloss of the argument: pain cannot be identi-
fied with a neural process, for pain could be realized in non-neural pro-
cesses (e.g., one might be able to build an artificial system that feels pain).
The possibility of alternative realizations of pain refutes necessity: the pre-
sence of pain does not entail a specific neural process. So, the identity
theory fails.

Psychologists have made similar arguments regarding attention. Some
years ago, Alan Allport argued against a broader mechanism-based meta-
physics using a version of multiple realizability (broader in that he did not
limit himself to neural mechanisms). He wrote:

most contemporary theories of information processing in general, and
selective attention in particular, view attention as some sort of causal
mechanism. However, even a brief survey of the heterogeneity and func-
tional separability of different components of spatial and nonspatial
attentional control prompts the conclusion that, qua causal mechanism,
there can be no such thing as attention. There is no one uniform
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computational function, or mental operation (in general, no one causal
mechanism), to which all so-called attentional phenomena can be
attributed.

(1993, 203)™°

Allport’s argument can be simply stated:

1. “The evidence ... indicates that, in implementing visual-attentional
selectivity, a number of qualitatively different mechanisms are involved”
(202).

2. So, the evidence is that there is no unitary mechanism that is or constitutes
attentional selection.

Allport’s argument is an empirical one. He takes the support for the first
premise to be derived from experimental work of the sort discussed previously.
But can one draw Allport’s conclusion?

There have been philosophical concerns raised about the multiple realizability
argument and questions about whether there are cogent versions of it (for
a critical discussion, see Shapiro 2004; Shapiro 2000). In fact, I do not
think that there is yet a cogent version against the identification of atten-
tion with a neural mechanism. To successfully run the multiple realizability
argument against the claim that attention is a brain process, one must have:
(A) a handle on the realized capacity, namely attention; and (B) a concrete
description of two neural mechanisms, N and M, such that N and M are
distinct in the requisite way and are plausible realizers of attention. (B),
however, has not been fulfilled. In discussing the neuroscience of attention,
I have identified several different neural effects that are observed under
conditions of attention. But while these components are suggestive of
what a complete mechanism for attention might look like, detailed propo-
sals that delineate the complete mechanism that implements attention
are needed. Having parts of a mechanism falls short of assembling them
into concrete wholes, yet the multiple realizability argument requires two
concrete and distinct mechanisms. Given the diversity of components that
likely contribute to the total realization of attention, one can still wonder
whether there will be a single mechanism type for attention. I share Allport’s
skepticism, but skepticism does not an argument make. Without concrete
mechanistic proposals, the required premise needed for Allport’s conclusion
is not in hand. Neuroscientists need time to uncover these mechanisms.
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To provide these mechanisms, however, neuroscientists must rely on the
empirical sufficient condition, and this suggests that the connection
between attention and task is fundamental to the empirical understanding
of attention. After all, to run the multiple realizability argument, experi-
mentalists must have a handle on attention and on its neural realization. Yet
it is the empirical sufficient condition that provides a handle on both. One
can get at the issue with this question: Why think that a change in neural
response like multiplicative gain has anything to do with attention? Is there
something inherent in that response that entails attention? Prima facie, no
such entailment holds. After all, multiplicative gain is just a form of signal
enhancement that can be implemented in non-attentional systems. Think
of an amplifier that boosts the playback of notes of a recorded musical scale
in such a way as to mimic the amplification of the sound to look like the
top curve in Figure 2.5 where each note is amplified in a distinct way, and
one note is the “preferred” stimulus, being played back the loudest. So,
why tie gain modulation to attention? The reason is that neuroscientists
observe gain modulation in the context of experimental subjects perform-
ing a well-defined task that deploys attention. In many of the experiments
discussed previously, the experimental animals were required to perform
tasks that involved their selecting targets inside or outside the recorded
neuron’s receptive field. Measurements were then made of neural response
to targets within the neuron’s receptive field. It is in light of the empirical
sufficient condition that one can interpret the neural response as “atten-
tional” as opposed to something else. Selection for task allows experi-
menters to infer that the previously described neural effects are linked to
attention. Accordingly, the construction of any argument for or against a
neural-mechanism based account of attention relies on the invocation of the
empirical sufficient condition. This suggests, to me at least, that the con-
nection to task is fundamental: it allows neuroscientists to keep a handle on
attention in experimental contexts and to tie attention to specific neural
effects. To construct a multiple realizability argument, one will need to rely
on the appeal to tasks.

Multiple realizability raises questions about necessity, but I want to con-
clude by considering a different way one might try to unify the disparate
neural effects previously noted, namely by appeal to divisive normalization.
This will raise questions about sufficiency and further highlight the central
role of the empirical sufficient condition. Christopher Mole (2011) has
provided an argument against sufficiency as follows, here focusing on feature
binding in Treisman’s Feature Integration Theory:
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1. If attention is a process, then, for all events x and y, if x and y instantiate
the same process, then if either one of them is an instance of attention,
the other is too.

2. There are some events that are instantiations of the feature-binding
process and that are instances of attention.

3. There are some events that are instantiations of the same feature-binding
process and that are not instances of attention.

Therefore

4. Attention is not a process.
(adapted from Mole, 2011, 46)'!

One can replace “process” with “neural mechanism” and in place of feature-
binding substitute any appropriate mechanism. Mole does not consider
neural mechanisms explicitly, but here is one possibility. Divisive normalization
has been used to model both types of gain modulation (contrast gain and
multiplicative gain). Indeed, some versions of divisive normalization are
adapted from models of biased competition (Reynolds, Chelazzi, and
Desimone 1999), and so it might be the case that divisive normalization
can account for the effects associated with gain modulation and biased
competition. This yields something of a hierarchy: signal modulation
(spotlighting) and receptive field remapping (filtering) as underwritten by
divisive normalization. The hypothesis then is that divisive normalization
provides the fundamental mechanism for attention, explaining all attentional
effects.

Is the deployment of divisive normalization sufficient for attention? The
answer seems to be no. Some theorists who have invoked divisive normal-
ization to explain the neural consequences of attention also claim that it is
a canonical neural computation, meaning that it underwrites many other
non-attentional phenomena (Carandini and Heeger 2012). That is what
makes it “canonical”. Accordingly, one can run Mole’s argument against
divisive normalization in respect of sufficiency by inserting this point at
premise (3): there are instances of divisive normalization that do not entail
attention. Attention then cannot be identified with divisive normalization.
A natural rejoinder at this point would be that there are specific deployments
of divisive normalization that yield attention, and the neural mechanism-based
metaphysics will appeal only to these deployments. Fair enough, but what
is the additional ingredient that renders certain deployments attentional?
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One possibility is that neuroscientists will find a neural property that renders
certain instances of divisive normalization as uniquely attentional. Perhaps,
but how would one know what that property is? How does it signal for
attention? There is, again, no way out but to appeal to the empirical sufficient
condition: it will be just those deployments that are observed during perfor-
mance of specific tasks. Specifically, the claim is that divisive normalization
specifically gives rise to attention when it serves selection for task.

This recalls the Marrian point that a theorist’s handle on how neural
activity is related to psychological phenomena is dependent on under-
standing the purpose or function of the psychological phenomena. In the
case of attention, the core assumption across experimental approaches is
selection for task. The natural suggestion, then, is that the uniform feature
that points to attention for each relevant neural phenomenon just is selection
for task. Attempts to assess a neural mechanism-based metaphysics of
attention seem to always revert to the empirical sufficient condition. Might
it, then, just be that tasks are what is in fact central to answering the
metaphysical question regarding attention?

2.8 Summary

Our short tour of a vast empirical literature on attention in psychology and
in neuroscience is now complete. This has included discussion of a number
of experimental paradigms used to study attention, a set of prominent
theories of attention including metaphorical characterizations, neural
mechanisms, and more abstract computational processes like feature inte-
gration, divisive normalization and biased competition. In covering this
material, we saw some interesting connections between different levels of
analysis: Broadbent’s filtering conception as echoed by receptive field
remapping in neurons; the spotlight of attention as echoed by gain mod-
ulation in neurons; the empirical sufficient condition explicated in terms
of a premotor account of spatial attention, and so on. These results have
provided many detailed answers to our basic question about the mechanisms
of attention, how attention works and how it is implemented. A challenge
for the cognitive science of attention will be to bridge these links between
neuroscience and psychology, but more broadly to provide some order and
unity to the ever-growing empirical literature of attention. Given the skep-
ticism about attention noted in the Introduction, the field needs unifying
principles to tie together psychological work on behavior during attention,
computational modeling of such data, and the fundamental mechanisms of
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attention as implemented in the brain. It is hard to see how genuine progress
will be achieved without unifying principles. After all, questions and theories
of attention will only be as clear as the central concept used to state them,
but doubts about attention grow.

The fundamental lesson of the last two chapters then is this: one prin-
ciple for unification has emerged, namely the idea of selection for task. The
empirical sufficient condition provides a partial answer to the function
question about attention. This condition is not idiosyncratic or the product
of some decision by fiat by a subset of researchers. I have argued that it is
built into experimental practice both in psychology and neuroscience. It is
the only way to get a handle on attention, and it guides interpretation of
the data. Since this condition is shared by theorists of attention, it provides
a common anchor to ground subsequent research. That there is such a
shared principle might be enough to do quite a bit of work in the cognitive
science of attention. That is something that should be explored in cognitive
science: where skepticism about attention is raised as a substantive issue in
responding to theorizing or experiments on attention, one should set forward
the empirical sufficient condition as a response. The next question, how-
ever, is philosophical: Might the selection for task condition provide a
plausible answer to the metaphysical question? That is, might attention in
some way just be selection for task or, more generally, for action?

Suggested reading

Marr’s seminal discussion of his explanatory scheme is given in (1982,
chap. 1). A summary of the neuronal effects of visual attention is given in
Bundesen and Habekost (2008). Wright and Ward (2008, chap. 7) and
Armstrong (2011) give a detailed discussion of the physiology of orienting
attention. Ruff (2011) provides a discussion of biased competition. For a
critical discussion of the premotor theory, see Smith and Schenk (2012).

Notes

1 A paper that got many philosophers to think more seriously about
mechanisms is Machamer, Darden, and Craver (2000).

2 Specifically, Marr characterizes the computational theory in light of the
following questions: “What is the goal of the computation, why is it
appropriate, and what is the logic of the strategy by which it can be carried
out?” On the representation and algorithmic level, the relevant question is:
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“How can this computational theory be implemented?” In particular,
“What is the representation for the input and output, and what is the
algorithm for the transformation?” On the level of hardware implementation,
the question is: “How can the representation and algorithm be realized
physically?” These characterize “the three levels at which any machine
carrying out an information processing task must be understood”
(1980, p. 39).

3 Talk of a function of serving an experimental task might sound odd since
we might think of functions in a teleological sense. The idea here is meant
in more of a computational sense, but one development to be examined
in the next chapter takes attention to be a function of selection for “task” in
a much broader sense, say action in general. There, perhaps, we might
have a psychological capacity that was selected by evolution.

4 Both MEG and EEG provide more fine-grained temporal information
about brain activity. EEG is less expensive but suffers from distortions to
the signal from the skull. MEG avoids that distortion, but is much more
expensive to run. I'm grateful to Linda Moya for information on these
forms of imaging.

5 Visual receptive fields can have a substructure: different neural responses
are elicted depending on which part of the field is stimulated. For exam-
ple, retinal ganglion cells have a center-surround structure where activation
of the center can activate or suppress firing rate, while the opposite is
found in the surround. We shall set this point aside. We focus on spatial
receptive fields, but receptive fields need not be spatial. They can also be
tied to a class of stimuli appropriate to driving the response of a neuron.
Accordingly, olfactory neurons have a receptive field, but these are identi-
fied in terms of the class of chemicals to which they respond, and not in
terms of some area of space (Koulakov et al. 2011). Thus, the notion of a
receptive field is not exclusively a spatial one.

6 Other reported effects include the increase in the base-line activity of
neurons (their base-line firing rate is greater under attention conditions
(Luck et al. 1997)) and the synchronization of activity between neurons
that some have claimed to be a fundamental mechanism of attention
(Womelsdorf and Fries 2007). These other effects merit additional dis-
cussion but we do not have the space here to do so. Synchrony especially
has gotten much recent attention, but while the basic idea can be glossed
in terms of neural activity being jointly “in phase” (think of two sine waves
being in phase), there are challenges to defining synchrony precisely,
challenges as to how to measure it, and challenges in showing that it is
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10

1

causally relevant and not merely an epiphenomenon. Given these com-
plexities, we have to set this hot issue in current neuroscience aside. | am
especially grateful to discussion by the CNBC Attention Group on this
issue, and to Rob Kass and Linda Moya for presenting these ideas to the
group, and to Steve Chase, Byron Yu, Raj Ghandi and Matt Smith for
contributions.

7 fMRI reveals global activity of large regions of the brain. A “voxel” (from

“volumetric pixel”), the basic unit of analysis in fMRI, typically covers the
activity of millions of neurons.

8 The contrast between neurons that exhibit normalization and those that

do not is perhaps a bit stark, and it is likely that there is a continuum.

9 One might wonder if the theory is limited to visual spatial attention. In

—_

principle, the theory could be extended to other modalities and targets of
attention. First, it is not just locations that are of relevance to actions, but
also objects and features: we choose the red rather than green apple, or
the grape rather than pear. Perhaps there are motor fields tied to features
and objects. Might there then be feature or object pragmatic maps?
Second, many of the other modalities seem to have motor correlates with
attention: a loud bang or a soft sound behind the wall induces a head
movement to aid auditory localization or a prick on one’s arm induces one
to reach for the site of pain. Might there then be auditory or tactile spatial
pragmatic maps? If the Premotor Theory is to be more than a theory of
visuospatial attention, these questions have to be answered.

In his discussion, Allport highlighted a diverse number of processes that
he judged to undercut the identification of attention with a specific causal
mechanism, including some of the ones that we have noted (202-3):
spatially selective enhancement of neuronal response, raised threshold of
motor responsiveness, enhanced selectivity of tuning, increased local
competition, task related suppression of prepotent response tendencies,
maintenance of executive working memory, temporal and conditional
sequencing of cognitive operations, and so on.

Mole argues against sufficiency by drawing on the phenomenon of hemi-
spatial neglect where subjects are thought to be unable to attend to (typi-
cally) the left side of visual space. There are striking cases where neglect
patients show some responsiveness in their behavior to information on
the left that they cannot report. In a famous study with patient P.S., John
Marshall and Peter Halligan (1988) presented a neglect patient with pic-
tures of two houses. The central difference between the two houses was
that in one, a fire can be seen emanating from the left side, the side that
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is neglected. P.S. reported no visual difference between the two houses,
and yet when prompted to choose between them, she often chose the one
that was not burning. Similar results have been obtained with other
patients where they evince sensitivity to information from the neglected
portion of space. The subject cannot attend to the relevant region of
the picture, yet there is presumably some feature binding of the elements
of that region to allow for a “sense” of the presence of a fire. Thus, neglect
presents a case where attention is by hypothesis absent but some form of
feature binding is present. If so, attention can be dissociated from feature
binding.
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AGENCY AND THE
METAPHYSICS OF ATTENTION

3.1 Introduction

In the last two chapters, selection for task has constantly emerged as
a crucial condition and organizing principle. Moreover, given that the
condition is a background assumption of experimentalists working on
attention, as I argued, it provides an antidote to the despair of finding an
answer to the metaphysical question that has afflicted some theorists of
attention. This chapter pursues the optimistic path that selection for task,
and indeed selection for action, can provide an answer to the metaphysical
question.

I begin in Section 3.2 with Alan Allport and Odmar Neumann's founda-
tional presentation of the selection for action view of attention. Section 3.3
then examines the basic case they consider, what I have elsewhere dubbed
the Many-Many Problem. I use this Problem to motivate expanding the
empirical sufficient condition, which ties attention to task, to a more gen-
eral condition that ties attention to mental and bodily action. In Section
3.4, the empirical sufficient condition is expanded by stages to the general
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condition (S): if S selects X for action, then § attends to X. Section 3.5
considers situations where selection for behavior does not count as attention
and explains the difference in terms of subpersonal- versus personal-level
states. Section 3.6 then argues that action implies attention. In Section 3.7,
I defend (N): If S attends to X, then § selects X for action. The status of (N)
is that it explains how attention arises from mental states. I then defend
(N) against two putative counterexamples: (a) attentional capture and (b)
attention as vigilance. The selection for action account is then stated and
interpreted in Section 3.8. I suggest that it is the best working hypothesis
for explaining what attention is. Finally, in Section 3.9, I discuss Christopher
Mole’s cognitive unison account of acting attentively. I propose that cognitive
unison conjoined with selection for action provides a more complete
account of attention.

3.2 Selection for action: original psychological
accounts

Theories of attention now and in the past have emphasized capacity limits
as necessitating attention, leading to a conception of attention as selection
that is required to avoid information overload. In arguing for attention as
selection for action, Odmar Neuman and Alan Allport dissented from this con-
sensus that attention is necessitated by capacity limitations. This is not to
say that they denied the existence of capacity limits. Neumann (1987)
emphasized two notions of capacity limitation. First, capacity limitations
are just the observed limits to performance during standard attentional
tasks, such as dichotic listening. This notion of limitation is uncontroversial
and precisely what the theory of attention must explain. Second, Capacity
limitation (which Neumann intentionally capitalized) refers to a theoretical
construct that is invoked to explain empirically observed capacity limita-
tions. According to most theorists, Capacity limitations necessitate selection
processes so as to avoid information overload. In contrast, Neumann
emphasized that “independent of all Capacity considerations, selection is
evidently needed for the control of action. Organisms must constantly select
what to do and how to do it” (374). Thus, the central problem that forces
attention on the scene is

how to avoid the behavioral chaos that would result from an attempt to
simultaneously perform all possible actions for which sufficient causes
exist, i.e., that are in agreement with current motives, for which the
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required skills are available and that conform to the actual stimulus
situation.

(374)

In other words, constraints from action rather than Capacity limitations
necessitate attention.

For Neumann, two basic problems are raised by actions, understood
as flexible, non-reflex behaviors: effector recruitment and parameter specification.
Effector recruitment is connected to a concrete limitation, for an agent has
only a limited number of effectors (body parts) to deploy. Moreover,
deploying effectors involves basic skills that are applicable to difterent cir-
cumstances. To implement skills in concrete circumstances, an agent has to
set specific parameters that allow their appropriate expression. In the case
of perception-guided action, this involves in part drawing on relevant
information from the environment to inform an appropriate response.
Thus, a subject knows how to reach for objects, but to implement a reach
for a specific object, the context will determine what is the appropriate
reach, type of grip, trajectory, and grip force based on information about
the object and the environment given the bodily effector selected. To
deploy a recruited effector in specific circumstances, the precise parameters
of the movement must be specified, though such specification can be a
complex, temporally extended process that occurs throughout the movement.
For example, information from vision about object location, shape, texture,
weight, etc. will guide (set parameters for) a reach and grasp movement with
one’s right hand.

Contemporaneously, Alan Allport (1987) presented a theory of attention
as selection for action. Here is a simple case he presents:

Many fruit are within reach, and clearly visible, yet for each individual
reach of the hand, for each act of plucking, information about just one of
them must govern the particular pattern and direction of movements.
The disposition of the other apples, already encoded by the brain, must
be in some way temporarily decoupled from the direct control of reach-
ing, though it may of course still influence the action, for example as
representing an obstacle to be reached around, not to be dislodged, and
so on. The same necessity of selecting, in respect of a given class of action
performed by a given effector system, just one among a number of phy-
sically available objects to act upon appears to be essentially universal ...
Although the senses are capable of registering many different objects
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together, effector systems are typically limited to carrying out just one
action of a given kind at a time. Hence the biological necessity, and the
theoretical importance, of selection-for-action.

(396-97)

Moreover, Allport notes that “the need for such a mechanism (of selective
coupling and decoupling of perceptual and motor processes) arises directly
from the many-many possible mappings between domains of sensory input
and of motor output within the very highly parallel, distributed organiza-
tion of the nervous system” (397)." This central but neglected insight
provides the basis both for a philosophical theory of the nature of action
(as developed by Wu 2011), and an account of the nature of attention as
selection for action. As I develop the Allport and Neumann model, the
emphasis will be on Allport’s notion of coupling an input to output in
action, where this coupling involves what Neumann spoke of as parameter
specification and effector recruitment, namely, the use of the input to
guide, control, and program an appropriate output. For example, relevant
visual information is used to inform a specific movement or information
stored in memory is used to guide a specific train of reasoning. Coupling
explains selection as for action.

3.3 The Many-Many Problem and selection for action

In this section, I explain Allport and Neumann'’s idea of selection for
action within what I call the Many-Many Problem. To see why Allport and
Neumann think that agency necessitates attention, consider a simple situa-
tion where one can move and manipulate an object, thereby performing an
action. For example, there is a basketball before me, and I kick it with
my dominant right foot. Easy enough, but the simplicity of this action
obscures a structure that seems to underlie all mundane bodily actions. This
structure is revealed by considering a slightly more complicated situation:
not only is there a basketball, but also a soccer ball. Moreover, I can kick
with either foot, so I have more than one available action: I can kick either
ball with either foot. These options delineate a set of behavioral possibilities
that includes four possible kicking actions. Let us restrict this behavior space to
just the two targets and two effectors (my two feet) to keep things man-
ageable. This will suffice to make all the points needed at the outset. One
can then depict as follows the behavior space, the space of possible actions
for a subject at a time and location, for the kicking example:
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Figure 3.1 A simple behavior space with two inputs, a soccer ball and a basketball, and two
potential outputs, kicking with the left foot or kicking with the right foot. There
are four corresponding possible actions. Note that on the input side, there is a
visual experience of that input. The agent visually experiences both balls.

This behavior space identifies a network of possible actions, given inputs
and outputs available to the subject at a given time. The four couplings,
represented by the arrows, identify the four possible actions. When the
subject “takes one of the paths” depicted by the arrows, then that action is
performed, and the arrow represents a causal process whereby the input
informs production of the output to which it is coupled.

Notice, however, that I cannot perform all four actions simultaneously.
This is generally true in cases of action. When one acts, the action implies
selection of a path among multiple behavioral possibilities. What happens,
then, when one acts? One traverses one of the available paths in behavior
space, the implementation of a specific input-output mapping such as the
perception-guided kick of a soccer ball with one’s right foot. As Allport
puts it, there is a selective coupling. If so, then actions are selective in being
or entailing the subject’s traversing one of the available paths in behavior
space. So kicking the soccer ball with my right foot implies that this action
occurs against the other possibilities available to me. I kick the soccer ball
rather than the basketball, and with my right foot rather than with my left.
Accordingly, the soccer ball becomes the target of my action, and to act on
it, I must use appropriate visual information from it to guide my kicking
response. This means that there has to be selection regarding relevant fea-
tures of one ball, rather than the other, to guide movement. It is in the
selection that one will find attention, namely selective attention to the ball
and its features so as to inform the kick. This is the proposal to be
unpacked.
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The general idea is that bodily action entails traversing one path among
many in a subject’s behavior space. This space has a structure, a set of paths
defined by the available targets (the inputs) and the available responses (the
outputs). Each path corresponds to a potential action, a mapping of one
among many inputs to one among many outputs (one can allow for multi-
tasking in the sense of multiple paths that can be taken). The challenge for
the agent is that this behavior space presents a Many-Many Problem: which
path should be taken? That is, what should one do? To solve the Many-Many
Problem is to traverse a path, one that ties a specific input to a specific
output. In other words, the solution entails action, a response informed by
the way the subject takes things to be (later, I will include one-many and
many-one mappings as instances of the Many-Many Problem).

Two aspects of the Many-Many Problem should be emphasized: (1) the
behavior space used to explicate the Problem is a psychological space; and (2)
a crucial element is the notion of coupling. First, when one speaks of selection
for action, “action” is being used in a special sense. In cognitive science, it
often refers to physical movement. In philosophy, it is broader, referring
both to mental and bodily actions, where these can involve additional
properties such as responsibility, rationality, freedom, and intentionality.
Actions are performed by agents, i.e., subjects capable of being in mental
states.” Accordingly, the behavior space at issue is a psychological space: the
inputs that structure the behavior space are items to which the agent stands
in psychological relations, say appropriate perceptual, cognitive, or memory
states. For example, the subject perceives or remembers the relevant input.
The significance of this restriction will be discussed in Section 3.5.

The second point is to deemphasize the many-many structure of the
initial presentation of the Many-Many Problem in favor of the notion of
coupling. A behavior space with a many-many structure is a vivid way to
illustrate why selection is necessary in many mundane actions. Never-
theless, a many-many mapping is not essential. Rather, what is central is
the need for input-output coupling. The critical moment in agency is
whether an input is to be coupled to a behavioral output or not. A similar
feature is found in a one-many behavior space, a situation where there is only
one possible target of action, but many ways one can act on it. So, one
might only have the soccer ball, but one can kick it, throw it, roll it and so
on. Again, action requires selection, a specific input-output link. The same
is true with a many-one behavior space where there are many targets
although only one behavioral response. In fact, the point applies to a putative
one-one behavior space so long as the action is something that need not be
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done, so in effect there remain two options: to act or not to act (the
behavior is not then a reflex, see Section 3.6). The point is that for all these
“variants” of the Many-Many Problem, action entails the selective coupling
of an input to an output. In what follows, I will continue to speak of a
Many-Many Problem, though in doing so, I will always have in mind all
the variants where solving the Problem involves input-output coupling. The
Many-Many Problem could be renamed the Selection Problem.? Elsewhere,
I have argued that action just is solving the Many-Many Problem (Wu
2011b), but in the current context, the Problem serves to explicate the
idea of selection for action via input-output coupling.

Bringing these two issues together, the crucial point is that the input
state to coupling is a personal-level state where this state is attributed to a
subject. This input state then initiates a process of coupling that can be
quite complex. The role of the input state is, at a minimum, to set initial
parameters in the parameter specification and effector recruitment needed
to generate an appropriate action. For example, the input state can define
the target for a reach or the spatial features needed to determine an
appropriate grip. This specification contributes to the guidance of the
output. The precise nature of the coupling process is, in the end, a matter
for empirical investigation, but it is compatible with input-output coupling
to solve the Many-Many Problem that coupling involves unconscious states
or, indeed, states that do not involve the subject, such as certain neural
states that realize coupling. This does not undercut the idea that certain
psychological states function as the basis for input-output coupling, the
starting point for generating action. The arrows in a behavioral space
identify couplings that lead to action, an input-output mapping that
amounts to an agent’s response (output) in light of how the agent takes
things to be (input).* Selection for action is spelled out in terms of coupling
that solves the Many-Many Problem posed by a behavior space that is also a
psychological space.

To bring some distinctions explicated in Chapter 1 to bear on the current
discussion, one can think of selection for action as sometimes constrained
by intention. Where it is, then the relevant selection involves control;
where it is not, then the relevant selection involves automaticity. The causal
role of intention is conceived as aiding the solution to the Many-Many
Problem. For example, that the subject intends to kick the soccer ball provides
constraints to aid solving the Many-Many Problem, for the intention spe-
cifies the target and relevant response (for some further elaboration of this,
see Wu 2008). For current discussion, the precise causal relation between
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intentions and solving the Many-Many Problem can be left open in favor of
the plausible idea that an agent’s goals do influence the selectivity that is
needed in producing action. In the kicking case, the fact that the agent
intends to kick that soccer ball explains the agent’s perceptual selectivity in
respect of that ball. Accordingly, the agent’s selectivity is controlled (later I
shall say that the selectivity entails the agent’s attending to the ball). Of
course, many aspects of the agent’s selectivity might be automatic in that
they are not intended. As shown in Yarbus' experiment (see Chapter 1),
subjects will move their eyes in goal-appropriate patterns even if they do
not intend to make such specific patterns of movement. The implementation
of those patterns is automatic. Similarly, the kicker might not only attend to
the ball but to a specific location of the ball to make contact with the
kicking foot, but that further selectivity of a location or a feature of the ball
need not be intended and, hence, can be automatic. In the limiting case
where intentions are not involved at all in input-output coupling, a process is
fully automatic. This possibility points to attentional capture (see Section 3.7).

3.4 Selection for action as sufficient
for attention

My goal in this section is to argue that the empirical sufficient condition,

(Semp) If subject S perceptually selects X for task T, then S perceptually
attends to X,

can be expanded to the following conditional:
(S) If subject S selects X for some action A, then S attends to X.

In other words, I will motivate dropping the restriction to perception and
to tasks in the antecedent, yielding a general sufficient condition for
attention. Let us first move from tasks to bodily action. The relevant tasks at
issue in Semp, as discussed in Chapter 1, are actions like visual search,
verbal shadowing, and reporting the presence of stimuli by some form of
report (e.g., verbally or pressing a button). It seems unduly narrow, however,
to restrict the notion of task in the sufficient condition to these specific
experimental paradigms. After all, in performing these tasks, subjects just
do the sorts of things they do all the time: they say things, look, listen,
and produce responsive movements. While psychologists have focused on a
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specific set of tasks in investigating attention, there is nothing special about
the tasks that give psychologists special access to attention. Rather, such
tasks are experimentally useful. Being tightly defined, they render data
collection and interpretation easier. Given that the behavioral capacities that
underwrite performance of experimental tasks are of the sort routinely
performed in mundane actions, there is no principled reason to divide
experimental tasks from mundane bodily actions such as kicking a ball. This
suggests an expanded sufficient condition:

(Sempi) If S perceptually selects X for bodily actions, then S perceptually
attends to X.

The leap from the original empirical sufficient condition to Sepp; is small,
significant, and plausible.®

Let us now provide reasons to drop the restriction to perceptual selection
by noting that actions are often guided by non-perceptual mental states
where this guidance involves a selection of X to inform action. A pervasive
case is memory-guided action. Consider a simple case where you see sev-
eral objects before you, but suddenly the light goes off. You were just about
to reach for an object that you can no longer see in the dark. Nevertheless,
you can remember where the object was when you last glimpsed it, and
you use your memory of its spatial location to guide your reach to it.
Indeed, you remember where the other objects were before the lights went
out, so in using memory of the target object, you exemplify a selectivity in
respect of what you remember that is aimed towards directing an action
targeted at the object. This sort of case might be less than ordinary since it
depends on sudden power failures, but the selective reliance on memory
that it illustrates is mundane. Think of memorizing a shopping list and
working through the list as you shop.

When psychologists speak of memory, they make a division between
long-term and short-term memory. The relevant memory in guiding action
is a form of short-term memory called working memory, or colloquially,
memory for work.® Long-term memories are not explicitly held in mind
unless one recalls them, e.g, to serve action. This then engages working
memory. Thus, I might have a standard shopping list that I rely on week
after week, but I don’t constantly have the list in mind. Rather, when I am
in the store, I recall the list and use it to guide my search (“Where are the
pickles?”). Current models of memory suggest that there is no location
where each memory that can be recalled is stored in its detailed entirety.
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Rather, recalling memories is a constructive process (Schacter 2012). As Schacter
et al. note, “Constituent features of a memory representation are dis-
tributed widely across different parts of the brain, such that no single
location contains a complete record of the trace or engram of a specific
experience” (1998, 291-92). If so, then recalling memories to inform
action is not the result of selecting among multiple detailed memories, but more
likely the selection of a single detailed memory that is constructed from
distributed traces of earlier experiences. In many cases, memory-guided action
instantiates a one-many, rather than a many-many, behavior space. Memory
guided action requires coupling between the constructed memory and possible
responses: verbally expressing the memory in recall, using the memory to
trigger further thoughts or to guide a specific bodily response, and so on.

The point then is that the same structure is present in both memory- and
perception-guided action, a selectivity that is tied to the coupling of an
input to a response, amounting to a solution to the Many-Many Problem.
Think of visual search as when you visually sift for a visible object in order
to respond to it, and think of memory recall as when you mnemonically
sift for a remembered object in order to respond to it. Both perception-
and memory-guided action entail solving the Many-Many Problem. A nat-
ural thought, then, is that since perceptual selection suffices for perceptual
attention (attention in perception), mnemonic selection should suffice for
cognitive attention (attention in thought). In James’ articulation of the
folk-conception of attention, he drew a parallel between the objects of
attention in perception and the trains of thought in cognition: “[attention]
is the taking possession by the mind, in clear and vivid form, of one out of
what seem several simultaneously possible objects or trains of thought.”
Recent psychological theories also have emphasized this link between
memory and attention (Chun, Golomb, and Turk-Browne 2011; De Brigard
2012).” Given the common structure between perception-guided and
memory-guided action, the idea that selection for action is sufficient for
attention only when it is perceptual seems an unmotivated restriction.
Rather, the common structure of both forms of selection for action suggests
attention. To capture this, I drop the restriction to “perceptual” in the
expanded sufficient condition to obtain:

(Semp2) If S selects X for bodily actions, then S attends to X.

Since the relevant Xs are determined by the inputs to a behavior space
where those inputs are targets of some appropriate mental state of the
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subject, then the target of attention will be determined by the intentionality
of the subject in action, namely by the intentionality of the input mental
state. So, if the subject is visually focused on the ball in a way that sets the
parameters for a response such as locating the ball, then the subject is
attending to the ball. If the subject is cognitively focused on a memory of a
past event so as to inform a judgment, then the subject is attending to that
event.

The final step is to ask why one should restrict the condition to bodily
actions. Why not include mental actions as well? Mental actions are
tied to behavioral outputs that are within the mind, actions like reasoning,
imagining, and recalling. Such actions can be prompted by other memories
or cognitive states and also by perception. For mental actions, the Many-
Many Problem is also present. Here are some examples. I ask you to ima-
gine a “unicorn cow,” so you form a distinctive image in your mind that
draws on a visual memory of a cow and a visual memory of a unicorn
horn, melding the two together. I ask you to solve a difficult logic problem,
which requires you to recall the relevant logical inference rules, as opposed
to the rules of chess, and to apply them in reasoning out the solution.
Or you are presented with two options for dessert at the buffet, both
of which look good, but one of which is “healthier”. What decision
will you make? What considerations are relevant? In these tasks, any mental
action exhibits task-relevant selectivity in terms of coupling input materials
to a mental response. When those materials, whether from perception
or thought, inform bodily action, (Semp2) entails attention. It is hard to
see why the same selectivity would fail to entail attention simply because
the type of output is mental, rather than bodily. If one’s perceptual selec-
tion of a ball suffices for attention when one kicks the ball, why not
when, on the same basis, one thinks about the ball? To perform mental
actions, an agent can select perceptual or mnemonic inputs to guide the
output. So, there is selection for mental action as well. This suggests drop-
ping the restriction to bodily actions in Se.,, and focusing on actions, both
bodily and mental. Accordingly, this yields the most general sufficient
condition:

(S) If subject S selects X for some action A, then S attends to X.
Since selection for action is explicated in terms of coupling, where there

is coupling to solve the Many-Many Problem, (S) holds that there is
attention.
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3.5 Personal versus sub-personal
selection for action

(S) links selection to attention. Yet just as there is much non-attentional
selection in the world, there is also much non-attentional selection for
behavior in the world. Consider a Mars rover that has been programmed to
respond in certain ways to various inputs. For this simple system, there is a
concise representation of its behavioral possibilities as described by its
engineers. When the system behaves, it exemplifies selection of input to
inform output. This is what makes it natural to speak of the rover as acting.
Still, one might be disinclined to ascribe attention to this system, even if it
exemplifies a type of selection for behavior. Similar points can be made
with simpler machines such as a candy machine that returns treats for
change. Thus, for many artificial systems that exhibit behavior, there will be
an appropriate behavior space for that system, but typically no attention.

These systems are not covered by (S) since (S) emphasizes that it is the
subject that selects the relevant Xs for action. Attention, agency, and mentality
are personal level phenomena, in contrast with the sub-personal level. As I use
the term, “personal” refers to a certain category of states or capacities that
can be attributed to subjects, namely, mental states and capacities. When I
refer to the sub-personal, I focus on states or capacities that are not attributed
to the subject, but to a part of her, such as her brain. The sub-personal
states I focus on are those that have an important connection to personal-level
mental states and capacities but do not entail or necessitate the subject’s
involvement. For example, that the subject’s retina registers a single photon
does not entail that the subject registers it, say, has a visual experience of a
brief blip of light. The retina’s registering the photon would be sub-personal,
the activity of part of the subject. Under certain conditions, the retina’s
registering light does causally necessitate that the subject registers it as well,
namely, has a visual experience. Here, the sub-personal would be a causal
factor in a personal-level state.

The behavior space that is the basis of the Many-Many Problem is a
psychological space, where this implies that the subject takes some psy-
chological attitude towards the input. In this way, selection for action
begins with a personal-level state, say the subject’s perceiving a target or the
subject’s remembering an important detail. Yet couldn’t action be guided
only by sub-personal states or states outside of the personal, i.e., states that
do not implicate the subject in question? There are cases of a subject’s
behavior being guided by states that do not implicate that subject and
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where most would agree that a substantive sense of agency is abolished.
Consider cases where you are hypnotized and then made to do things.
Here, you are put under the control of another subject’s personal-level
states, e.g., her intentions, and thus your behavior is guided by states that
do not implicate you. While you in some sense act, you are not, in another
sense, an agent. You are not in control, but are being controlled. The
question is whether control by only sub-personal states of the subject can
guide action without abrogating control.

I believe that the emphasis on the personal level is obligatory to keep
hold on the idea of action as an agent’s doing something. This philosophical
conception of action is of the activity of an agent who exemplifies a dis-
tinctive kind of control, the sort of control that is abolished in the hypnosis
case. Consider, then, a case in which an action is guided by a perceptual
state. Now, assume that the perceptual state that guides action is sub-personal,
namely a state of the perceptual system that does not entail or necessitate
that the subject perceives (recall the retina example). This is behavior that
is, as in the hypnosis case, fully guided by states that do not implicate the
subject. The subject is absent in the initial perceptual registration of input,
and, thus, the action is not guided by the subject but only by some part of
the subject’s brain. I submit that this situation is not relevantly different
from the hypnosis case. In both, a state that does not implicate the subject’s
involvement is in control of the subject’s behavior. While it is true that in
the sub-personal case, the state is of the subject’s own body or brain, that
physical fact does not suffice for restoring the missing element, namely, the
subject’s own involvement in guiding her action, given how she perceives
things to be. Such guidance requires that the input state that guides behavior
also reflects the subject’s own take on the input. Instead, in the case ima-
gined, the subject moves only as a result of how her brain registers the
environment to be while she herself does not register the environment. Qua
subject, she is removed from the guiding state, and for that reason, is not
exerting control in her action. Yet the starting assumption is that this is a
case of perception-guided agency, a way the agent exerts control in action.
Similar points can be made for memory-guided actions, as well. Conse-
quently, the agent must be implicated in the input that is coupled to the
response for the relevant behavior to count as agency in the thick sense that
differentiates agents from candy machines, Mars rovers, and hypnotized
individuals. This is why I emphasized that the behavior space must be a
psychological space: the inputs imply that the subject bears an appropriate
psychological attitude towards them, whether perceiving, remembering, or
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thinking. Thus, in coupling an input to an output, a necessary condition on
the subject’s involvement is secured at the get-go.

3.6 Is attention necessary for action?

In this section, I shall argue for the following conditional, which expresses
that attention is necessary for action (ANA):

(ANA) If a subject S performs action A in response to X, then S attends
to X for A.

The idea of “response to X” is to be construed as an active response to
something that serves as an input to the process of acting. Standard cases
are moving in relation to an X (e.g., walking towards it or avoiding it),
manipulating an X (e.g., picking it up or throwing it), or having thoughts
with regard to X (e.g, wondering if it is edible or committing it to
memory). While action with respect to an X might not exhaust the category
of actions (perhaps some actions are “targetless”), ANA covers the bulk of
mundane actions and, indeed, the sorts of activities of relevance to
demonstrative thought and epistemology, activities that can be characterized
as directed to an X (e.g., one thinks about a perceived X, one reasons about
X, one introspects X; cf. Chapters 7 and 8).8 Two assumptions drive the
argument for ANA: (1) a pure reflex embodied in a behavior space with a
single behavioral path is contrary to action; and (2) the subject’s selection to
guide action is sufficient for attention. I have already argued for the latter
claim in arguing for (S), so let us turn to the former assumption.

Consider what the absence of a Many-Many Problem for a subject’s beha-
vior would mean. An absence of a Many-Many Problem entails that any
behavior generated did not occur in a behavior space requiring selection.
This implies that there were no additional behavioral paths beyond the one path
taken (this includes the path of not acting). Thus, the behavior space con-
sists of a simple one-one mapping from target to response. All the creature
could do was to act on one target in one way. This, however, is just a reflex.
In particular, to emphasize the very rigid structure at issue, I'll speak of
this reflex as a pure reflex. It is not clear that normal human reflexes are
pure reflexes in the sense just noted, but it is the latter that are of concern
to us.

Reflexes are, of course, forms of behavior and often useful, as when the
physician taps your knee. Yet one contrasts reflexes with actions. On being
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asked why one’s leg shot out after the doctor tapped one’s knee, one might
say, “I didn’t do that! The doctor made me do it!” The assumption here is
that reflexes contrast with action, though both are forms of behavior
(behavior is the genus, reflex and action are the species). If one contrasts
pure reflex with action, and pure reflexes eliminate the Many-Many Pro-
blem, then to make action available to a subject, the behavior space must be
more complicated than a simple one-one map. In other words, for agency
to be possible, there must be behavioral options, even if it is just the option
of not acting. A behavior space must open up with more than one path,
and now there is a Many-Many Problem and the possibility of selective
coupling.” All actions then emerge from an appropriate behavior space
where actions entail selective coupling, choosing one among other beha-
vioral paths. This “choice” is not available in pure reflex.

This suggests a certain picture of agency that emanates from the Many-
Many Problem: agency implies a solution to the Many-Many Problem, a
solution that entails the coupling of input to guide a behavioral output in a
behavior space that presents the agent with options. Since this traversing of
a path involves a form of selection for action in input-output coupling, and
such selection is sufficient for attention given (S), then action implies
attention. Specifically, action on some X, whether a thought one entertains,
a memory one recalls, or an object one manipulates or otherwise acts on,
entails attentional selection of X. This claim will suffice for certain philo-
sophical applications of attention in later chapters. Perhaps surprisingly,
attention is not something that merely aids action in respect of an X or
makes it more efficient. It is not something that is optional for acting in
this way. Rather, attention is necessary for such action. As the contrast with
reflex shows, without attention, without coupling, no such action would be
possible.

3.7 Is selection for action necessary for attention?

Let us now consider (N):
(N) If S attends to X, then S selects X for performing an action A.

Why think that (N) is true? Let’s soften the ground a bit first and note that
in standard cases, wherever one finds attention, one also seems to find
selection for action. Thus, I attend to a conversation so as to verbally
shadow it, to listen to it, or to prepare a response; I attend to an object to
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catch it, to follow it, or to get away from it; I shift attention around to
locate an object, to find a hiding place, to locate the shortest path to my
destination; I attend to a line of thought to figure out what is right, to
locate a solution, to prepare an answer; I attend to a memory to recall what
is important, to enjoy a fantastical image, to guide my shopping. Here,
selective attention to some target is for the purpose of performing a task, and
this performance implies selection for action. This suggests that (N) is plausible.

I do not see any way to derive selection for action from the concept of
attention as the latter is the target of analysis. Rather, my strategy will be an
inference to the best explanation. Psychological states, like perception,
memory, and thought about an item, do not on their own conceptually
entail attention to that item. In later chapters, I will consider views where
conscious perception implicates attention as part of a necessary causal
process, but unconscious states do not in any way implicate attention.
Suppressed unconscious desires or memories do not entail attention, though
they can engage attention, perhaps with the help of a therapist. Similarly,
unconscious perceptual states of an object, such as those in blindsight, do
not entail attention to the object. Something further is needed if attention
is to emerge from a subject’s mental states. Given James’ explication of
attention, a natural response is that some form of appropriate selection is
required over and above being in a mental state. There are two main
options: selection for action and selection for consciousness. In the
remainder of this chapter, I defend the selection for action account by
responding to the two main objections to (N). This is to establish that
selection for action is a plausible proposal of what one must add to a mind
to yield attention: without it, there is no shift from mental states like
thought or perception to attention. In subsequent chapters, I shall argue for
the selection for action account as the best explanation by showing that
selection for consciousness does not track attention in the required ways
(see Section 4.2 on unconscious attention).

3.7.1 Attentional capture

An obvious challenge to (N) is stimulus-driven, bottom-up attention. Can
the selection for action account, which endorses (N), account for these
cases? Attentional capture and the phenomenon of pop-out present poten-
tial cases. Chapter 1 revealed, however, that many cases of pop-out are in
fact goal-directed, so one’s attending to a specific target defined in task
instructions is subject to control as defined in Section 1.7. In that way,
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pop-out is not the challenging case. Rather, it is attentional capture, fully
automatic attention that can disrupt an agent’s current goal-directed behavior
(recall the two neural networks for attention discussed in Chapter 1). The
question, then, is whether a selection for action account of attention can
allow for fully automatic attention, and thus whether:

If S’s attention is captured by X, then S selects X for performing action A.
The answer is yes, but one must make explicit the relevant conditional:

If S’s attention is captured by X, then S automatically selects X for performing
action A.

Automatic selection of X for action is, of course, a type of selection for
action. Given the definition of automaticity in Chapter 1, to say that the
selection of X is automatic is to say that selection of that target is not
intended. Yet that is precisely what happens in attentional capture, at least
initially: the capture of attention involves the capture of action.

Here is the basic structure of my argument with respect to attentional
capture. Attentional capture is driven by cases where there are sudden changes
in one’s mental state in respect of an object (or feature): a loud sound (or a
sudden shift in the pitch of a current sound), a swooping bird, a fragrant
smell, a pleasurable memory, a twinge in one’s calf, or a disturbing thought.
One thereby moves from not having any mental states directed at the object
(which has not yet appeared) to having a mental state directed at that object.
Yet, since none of the imputed mental states directed at the object on its own
entails attention, something else must be added for attention to appear. For
example, in the perceptual cases, the appearance of a sudden stimulus yields
only the perceptual registering of a change, a transition from not perceiving
an object to perceiving it. But the perceptual registering of a change does not
entail that one attends to the object at issue. In general, there can be
alterations in a subject’s mental states without these alterations engaging
attentional capture.'® Something else is needed to allow for attention, but
what? Proposal: selection for action. The input state must be coupled to action.

This proposal that selection for action transforms the mere registering of
change to attention fits with a common comment in psychology about
attentional capture, namely, that it is tied to an orienting response. This
suggests an action that is automatically driven by the suddenly appearing
stimulus, an input-output coupling that can be contrary to the subject’s
current intention. Where there is the capture of attention, what captures
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attention always engages a response: you move your body towards the
object, orienting towards it; you think about it; you explore it with the
other senses. In such cases, the resulting actions are automatic, at least
initially, because none of them are intended. Still, to the extent that this
automatic response yields information that is goal-relevant, control can kick
in. One subsequently intends to explore the object further. Attentional
capture gives way to controlled attention.

Similarly, thoughts and images can also pop into your head as an object
pops into your sensory field. The same considerations apply here as well,
though in the mental case there can be a small distance between input and
output, e.g, while the input might be the flashing of a specific visual
image, the output would be the maintaining of that very image. Input and
output are nearly identical, the latter simply involving a response to the
image. The first point is that the flash of a thought is no different than the
flash of a change in perception. Both yield alterations in what is given in
one’s mental states that do not entail or necessitate attention. It is only
when thought and perception engage with the mind in a further way that
one moves towards attention. Thus, consider the flash of a thought that
leads one to ponder it further. An embarrassing image of last evening’s faux
pas might involuntarily flash in one’s head, but, if the thought amounted to
nothing more than that, no attention emerges. There is just the fleeting
image. It is only when that image engages further activity, when one pon-
ders it, laments it, or just sustains the image as one internally cringes, that
attention emerges. The point then is that, in attentional capture, attention
enters the scene when the item that does the capturing not only alters the
shape of one’s mental states, but does so in a way that engages a response.
Otherwise, there is only the mental registering of a change but no attention
to it. The point, then, is that attentional capture is more than one’s mental
states changing in response to a sudden stimulus. Attention is not just a shift
in consciousness or an alteration in one’s mental states given a new sti-
mulus. Rather, it is only when this change in one’s mind engages with
something further that attention comes on the scene. Without this further
ingredient, attention is not present. The proposal is that this ingredient is
selection for action: the change engages a response.

3.7.2 Attention as vigilance

In the Introduction, I noted the possibility of a pluralist account of atten-
tion, that attention is many things. Indeed, many theorists of attention
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identify both vigilance as well as arousal as distinct forms of attention that do
not involve selection (e.g. Robbins 1998). The question, then, is what these
notions come to. In a recent review on vigilance, Oken et al. (2006) note
at least three meanings of “vigilance” in the empirical literature: (a) an
ability to sustain attention over a period of time; (b) in animal behavior,
attention to potential threats or dangers, including hyper-vigilance; and (c)
a narrower notion that refers “to arousal level on the sleep-wake spectrum
without any mention of cognition or behavioral responsiveness” (p. 1885).
Indeed, echoing concerns about attention noted in the Introduction, the
authors conclude that “the field has been hindered by inconsistent or
poorly defined terminology ... [A]voidance of the term vigilance because of
its varied definitions would be most helpful” (p. 1895). Similar points can
be made about “arousal”.

These observations present a challenge: if there is a distinct conception
of attention that is tied to vigilance, then there is further work for con-
ceptual analysis. It is worth noting, however, that in Oken et al’s char-
acterization of two of the three notions of vigilance, the notion attention is
used. Vigilance seems to be a way of attending, and then one might ask
whether the conception of attention used to explain vigilance is just selection
for action. If so, then vigilance will not be a separate form of attention,
though it might be a way or manner of attending. In a review of the lit-
erature, Parasuraman et al. (1998) focus on sustained attention in order to
detect infrequent events. They cite pioneering experiments by Norman
Mackworth where subjects were involved in a two-hour task where they
had to monitor the movement of a hand on a clock, identifying double
jumps (3—5% of the time) against a background of frequent single jumps.
Mackworth, and others, observed a characteristic vigilance decrement, both in
terms of a decrease in detection rate and an increase in reaction time over
the course of the experiment. Vigilance fails because the subject is unable to
sustain attention.

If a change in vigilance is typically measured by the vigilance decrement,
and the latter is tied to certain properties of task performance, namely
changes in detection rate and reaction time, then it looks like vigilance,
even if it is different from selection from action, supervenes on it. That is,
changes in vigilance are measured by changes in selection for action as
measured by behavioral outcomes. This suggests that vigilance is a property
of selection for action over time: vigilance is a measure of how effective
subjects are in selecting for action. One assesses vigilance by assessing how
subjects sustain selection for action in an experimental setting.
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What then of hyper-vigilance, which an animal might deploy as it stays
attentive for predators? One reason to think that this sort of vigilance does
not require selection is that vigilance involves keeping an eye out for, but
not selecting, any predators (they aren’t there yet). When a predator
appears, fleeing, not hyper-vigilance, is needed. Thus, there is no object
that is being selected for action at the time of vigilance. Still, selection for
action underlies hyper-vigilance. Consider two chutes from which a ball
can be launched, and the difference between readying yourself to catch the
ball from one chute and readying yourself to catch the ball from the other.
These are distinct states of readying yourself for action, guided by the
information you receive from the environment, such as the location of the
chutes. Vigilance involves keeping the eyes fixed on the relevant chute, and
this is a motor action, one where the agent perceptually attends to a loca-
tion or object (the chute) and uses this to sustain a motor response, in this
case to keep the eyes locked on the target. One can increase vigilance over
the two chutes by rapidly shifting the eyes from one to the other, maintaining
a state of readiness to catch the ball. This is plausibly hyper-vigilance.
Similarly, consider a hyper-vigilant gazelle drinking at a water hole, a dan-
gerous thing to do since the eyes are not scanning the environment for
danger. Hyper-vigilance is exemplified by the gazelle’s constantly raising its
head to scan the environment, disrupting continuous drinking. Vigilance is
often invoked as a form of attention, but on the best current understanding
of vigilance, it looks to be a higher order property of selection for action, a
manner of this form of selection.

Let us return to (N):

(N) If S attends to X, then S selects X for performing an action A.

I have noted anecdotally that when focusing on cases of attention, one finds
selection for action. Further, I have considered two counterexamples to (N)
where attention might not seem to entail selection for action, but I have
suggested that selection for action is plausibly present. To fully secure (N)
one will have to consider whether attention entails consciousness, but let
us, for the moment, take (N) as plausible and flesh out the selection for
action account.

3.8 Attention as selection for action

I have built an initial case for (S) and (N). Sympathetic readers might then
consider the biconditional expressing selection for action (SfA):
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(SfA) S attends to X if and only if S selects X for action.

The proposal is that this action-centered approach provides the best current
answer to the metaphysical question: What is attention? I began by
extracting the empirical sufficient condition from experimental practice in
the science of attention and then expanding this condition to (S). I then
argued for (N) by defending it from the most obvious counterexamples.
Accordingly, the answer to what attention is focuses on attention’s ties to
action. One could make the bold move from SfA to an identity claim (I):

(1) S’s attention to X is S’s selection of X for action.

One could treat this as a hypothesis whose value will be revealed by whether
it can be theoretically useful. Certainly, given that (I) and (SfA) imply (S),
and given (S)’s foundational role, as discussed in Chapters 1 and 2, via the
empirical sufficient condition, the action-centered approach does facilitate
understanding of attention. Let us, however, take the status of (I) and (SfA)
as the best current hypotheses. The question now concerns the specific
shape of the answer to the metaphysical question, given (I).

The specific details of the selection for action account depend on how
one interprets the phrase “selection for action.” Specifically, how should
one understand “selection”? Using a behavior space, one can pictorially
represent two options: (a) selection is the coupling, the arrow that ties
input to output; or (b) selection is the specific input that gets tied to the
output:

A ATTENTION?

¢

Figure 3.2 Should attention as selection for action be identified (A) with the perceptual state
of visually experiencing the ball, or (B) with the process of coupling that experience
to the kicking movement?
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Put in words, selection for action is either the complex process of tying
an input to the output, or it is just in some sense the input itself when that
input serves an output. I suspect that many theorists of attention sympa-
thetic to the selection for action approach will opt for a process-based
answer to the metaphysics of attention and thus opt for tying selection to
coupling. The other option might seem somewhat strange, but let me say a
few words in favor of it.

Attention is a personal-level state that exhibits intentionality. One attends to
an X. The intentionality of attention must be explained. A parsimonious
selection for action account will explain the intentionality of attention by
appeal to the intentionality inherent in a behavior space when the Many-
Many Problem is solved. What one is looking for is a mental state that has
the same intentional directedness attributed to attention. Let us imagine
that there is a single ball to be kicked. Where one attends to the ball to kick
it, what relevant states in behavior space are similarly directed? The answer
is clear: there is a visual state that is also directed at the ball. The subject
has a visual experience of the ball. The initial thought, then, is that attention
to the ball just is the experience of the ball when that experience meets an
additional condition: it is coupled to an action. Where a subject is visually
experiencing a ball and that experience guides an action by contributing to
parameter setting for the action, the subject is attending to the ball. Failed
actions still allow for attention so long as coupling is initiated. In general,
facts about coupling determine the subject’s state of attention.

To flesh out the proposal a bit, consider a case where a subject visually
experiences multiple targets. So, if one sees a basketball and soccer ball, the
visual experience represents both objects. The relevant input in respect of
coupling when one kicks the soccer ball is, at least in part, the specific
visual content concerning the soccer ball. That content identifies part of the
intentionality of the experience, and it is that content which also con-
tributes to parameter setting of the action of kicking the soccer ball, say by
identifying the target of action. When the agent kicks the soccer ball, the
relevant input-output coupling is explained in terms of one’s experience of
the soccer ball and not one’s concurrent experience of the basketball. It is
the former content that sets the parameters for the kick. The reverse would
be true were the agent to kick the basketball instead. Thus, a specific aspect
of perception explains coupling, namely, the relevant perceptual content
that contributes to parameter specification. Accordingly, the intentionality
of the agent’s attending to the soccer ball is tied to that aspect of perceptual
content that accounts for the experience’s role in coupling, a content that
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also accounts for the intentionality of the experience, i.e., what it is
directed at. So, the kicker attends to the soccer ball because his experience
of the ball is coupled to his response. In general, the relevant aspect of the
personal-level input state that sets parameters for coupling fixes the target
of attention, i.e., what the subject is attending to. The subject attends to a
perceived feature when that aspect of perception is coupled to his response;
he attends to a thought because his thinking that thought is coupled to further
trains of reasoning; he attends to a memory because his remembering an
episode is coupled to further responses to that past event, and so forth.

While the analysis of attention appeals to coupling, attention on this
version of the selection for action account is not identical to coupling.'’
Think of a simple causal functionalist account of a mental state that identifies
what that state is in terms of its causal role, its input-output profile in
terms of causes and effects. Even though the analysis of what that state is
mentions those causes and effects, a token or instance of that state is distinct
from the specific causes and effects associated with it. Thus, if pain were
identified with that state caused by As and which itself causes Bs (whatever
As and Bs are), a state of pain is nevertheless distinct from its causes and
effects. Similarly with attention understood as selection for action. A sub-
ject’s attention or attending to X is to be understood as a selective state with
respect to X that is individuated as attentional selectivity because the selec-
tivity is for action. What is attention? It is just a psychological state directed
towards an input when that state’s being so directed, given its content, is
coupled to action in solving the Many-Many Problem. In that sense, attention
is selection for action.

The contrast to this input-centered approach is a process-centered
approach that identifies attention with the coupling that links the input
state to an output. Those who identify attention with this process need not
deny that attention has intentionality. They can take on board the account
of the intentionality of attention just noted, but they will add that the
relevant input state is part of a complex process of bringing a target to bear
on action in response to the relevant content of that input state. It is the
process of tying the input state to action that identifies attention. Accord-
ingly, attention is a process of selecting an input to guide an output, where
it is the input that identifies the intentionality of the subject’s attentional
state. There is no need to resolve which of these two options provides the
best elaboration of selection for action, and it might be that both proposals
will have their place depending on whether one focuses on the subject’s
state of attention or on the subject’s attending. The former emphasizes a state
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of mind directed at the world while the latter suggests a type of activity.'?
Accordingly, the input-centered selection for action account might work
better in an account of attention as a state of mind while the process-centered
account might work better in an account of attention as an activity. That
there are options here reflects the different meanings and uses of “atten-
tion” and “selection” (cf. attending, selecting, selectivity, attentiveness).
What I hope to have shown, however, is that the selection for action
account is neither idiosyncratic nor established by fiat. It has its roots in
shared assumptions in experimental practice and provides a promising way
to answer the metaphysical question.

3.9 Attention as cognitive unison

Christopher Mole (2011) has recently presented a detailed and distinctive
theory of attention. His account emphasizes attention as attentiveness understood
as a feature of action, namely the manner in which the agent’s activity
unfolds. Accordingly, he presents his theory as an adverbial account of attention.
In this book, the central question is the metaphysical question:

1. What is attention?
In contrast, Mole prioritizes the question:
2. What is it for something to be done attentively?

In part, Mole emphasizes (2) over (1) given his stance against theories of
attention that identify it as a process (see Chapter 2.7 on Mole’s argu-
ment). I shall set the issue of priority aside in favor of noting that a complete
theory of attention answers both questions. If Mole's theory answers (2),
one can conjoin it with the selection for action account’s answer to (1).
Indeed, both theories share an action-oriented approach to understanding
attention. Given that Mole’s theory can contribute to a complete account of
attention, let us briefly consider it.

Whenever one performs a task, one brings to bear various capacities that
are deployed in unison to serve the task, like the members of a well-
rehearsed orchestra playing a symphony. Acting attentively is just using
one’s resources in this unified manner. This leads to a simple account of
acting attentively:

Unison: A subject S performs task T attentively if and only if S’s performance
of T displays unison.
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The initial problem with this proposal is that all tasks come out as per-
formed attentively: resources used to guide any task are brought together to
serve that task (see Mole, p. 64). Yet, some actions are done inattentively.

Mole’s theory differs from the simple account of unison in two ways.
First, he restricts the relevant resources to specific cognitive resources.
Second, Mole’s account is presented in negative terms. It defines what must
not happen if there is to be attentive performance. Mole then provides the
following definition of attentive action in terms of cognitive unison:

Let a be an agent, let T be some act that the agent is performing, and call
the set of cognitive resources that o can, with understanding, bring to
bear in the service of 1, T's “background set”.

a's performance of t displays cognitive unison if and only if the
resources in v's background set are not occupied with activity that does
not serve 1 [| have replaced “task” with “act”].

This is complicated, but the central idea is that for an action to be per-
formed attentively, every relevant cognitive capacity is put to work to aid
the action or, if not aiding the action, it is at least not put to work in the
aid of any other action. One can appreciate the essential feature of the
account without explicating the central ideas, but a few words about cog-
nitive processes, the background set, and the notion of understanding. The
theory explicates cognitive processes in connection to the agent’s propositional
attitudes such as beliefs, desires, and intentions. Specifically, cognitive
processes operate over representations that can determine the content of
the subject’s propositional attitudes. Thus, in doing sums, one calls on cognitive
processes of relevance to arithmetic, and these processes put one in a
position to think about, ponder, or recall numerical operations. The set of
cognitive processes that can serve an action form the background set for that
action. These are capacities that the subject can deploy with understanding in
that the agent can articulate what she is doing, how she is doing it, and for
what reason. Such understanding plays a specific causal role: it controls and
guides behavior. Thus, in completing an academic paper, the agent can
describe, explain, and justify what she is doing, and she thus expresses a state
of understanding that guides her action. In sum, an action is done atten-
tively when all the relevant cognitive capacities that constitute the action’s
background set are deployed by the agent with understanding to serve the
action or, if those capacities are not deployed, they are not deployed to
serve any other action.
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For Mole, unison entails that “the resources in t’s background set are not
occupied with activity that does not serve t° (51). This requires “the absence
of any irrelevant processing” (70). There are, however, two ways that the
absence of irrelevant processing can be achieved. First, dl the members of
the background set are in sync, working towards the same task. Second,
some of the members are working towards a task while the others are dormant.
In both cases, irrelevant processing is absent. Mole, however, notes that
“the cognitive resources of a normal waking brain tend to find something
to occupy them, and so one can typically expect there to be some processing
going on in any given resource” (70). Where processes in the background
set are dormant, there is the danger of their being distracted, siphoned off
to serve irrelevant processing.

It is useful at this point to contrast a positive version of cognitive unison
that is not bothered by distraction. On this account, one might hold that it
is enough for cognitive unison that some of the relevant capacities are
deployed in unison for the task. Thus:

o’s performance of T displays cognitive unison if and only if at least some
of the resources in 1's background set are occupied with activity that
serves T.

Distraction, i.e., the siphoning off of some of the members of the back-
ground set, is not a threat to cognitive unison, so long as other members of
the set are operating in unison to serve a task. In general, attentive performance
seems less fragile on the positive account than on Mole’s negative account,
for on the latter, if just a single member of the background set gets distracted
on matters that are task irrelevant, performance is no longer attentive. No
such consequence follows from the positive theory.

In fact, Mole’s theory can be put in positive terms: to say that no
member of the background set is serving tasks other than the targeted task
is to say that if any member of the background set is serving a task, then it
is serving the targeted task. Rather, the difference between the two versions
is best stated in terms of quantification (Mole speaks of this as the differ-
ence between absolute and threshold accounts of unison). The fragility just
noted is really a result of whether a cognitive unison theory universally or
existentially quantifies over the background set. That is, whether the theory
either requires some or all of the members of the set to be operating in
unison. On the universally quantified theory, unison is fragile: one bad
apple spoils the lot. Existentially quantified accounts can allow for bad
apples, to a point.
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Mole’s main objection to the existential account is that it seems that (nearly)
all tasks will be attentive (personal communication). For any task will involve
unison in the existentially quantified sense: there will be some number of
capacities deployed for that task. Since one must allow for inattentive tasks,
this seems to be a reductio of the existential account. In response, one might opt
to speak of degrees of attentiveness and inattentiveness. One is more or less
attentive, and to the extent that one can individuate the capacities that
belong in a background set, then one can speak of more attentiveness when
more of the background set is involved in the action; less attentiveness when
less is involved. The same goes for talk of inattentiveness. This leads to an
objection to Mole’s universally quantified version of the theory, for, strictly
speaking, it does not allow for partial or divided attention. Mole notes several
ways where his version of cognitive unison can allow for talk of partial attention,
but, in the end, he emphasizes that just as something that is only partially built
fails to be built, something that is only partially unified fails to be unified.

If one thinks that there is partial attention, then this might give one
reason to prefer the existential formulation of cognitive unison. But it is
worth raising a different question: is there really an interesting notion of
partial attention, of attention itself being more or less?'3 That is, can attention
really be scaled in this way? It is certainly true that, pretheoretically, it is
natural to speak of degrees of attention, but is this common talk something
a theory of attention should take on board, rather than jettison? Should one
think of attention like energy or a resource that subjects can tap into more
or less? Can such metaphors be given a firm basis?

In the climactic gun fight in Sergio Leone’s The Good, The Bad and The Ugly,
the three gunslingers stand equidistant from each other along the cir-
cumference of a large circle, poised to shoot. The camera cuts between
each individual’s face and, as the scene drags on, focuses directly on each
individual’s eyes that rapidly flick from one opponent to the other. What
would be the best strategy for each gunfighter? They might divide attention
to each opponent rather than shifting attention from one to the other.
Perhaps this is accomplished by splitting their attentional spotlight. But it is
likely that in such a life-or-death situation, one would feel more confident
in shifting attention back and forth quickly, rather than dividing attention.
Why? Because in dividing, one feels there is a cost. This is why it is easy to
speak of giving undivided attention. In dividing, one is less attentive, and
this can be seen in slower reaction times, which in the case of your average
duel at high noon is literally life threatening. It is reaction time decrements
that provide evidence for less attention.
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The challenge is to make good on the idea that attention can be more or
less, something one can quantify. It is one thing to point to the behavioral
upshot as more or less (reaction time being something one can quantify),
another thing to point to the underlying capacity, attention, as something
that also can be more or less. Note that many theorists of attention tie
attention to a process, but in what sense is a process something that there
can be more or less of? For example, is there more or less combustion, as
opposed to more or fewer things that combust, or more or less energy that
is produced? Thus, is there more or less attention, as opposed to more or
fewer things that one attends to, or more or fewer ways that one can
respond to what is attended to? The idea of partial attention poses a
potential challenge to unison accounts. But turn the table: what does it
mean for attention to be partial? Is there any adequate analysis of this idea
that can’t be understood in terms of the number of targets of attention or
behavioral measures like increases or decreases in reaction time?'* A
defense of Mole’s universally quantified theory of cognitive unison is just to
deny that attention comes in degrees.'”

3.10 Summary

The link between attention and action has pervaded our discussion of
attention. From the beginning of experimental work on attention, theorists
have made that connection as expressed in the empirical sufficient condi-
tion (Chapter 1). That condition also serves as an organizing principle to
isolate attentional effects in the brain (Chapter 2). In this chapter, the link
to action has been presented as central to a complete understanding of
attention and attentiveness. A promising answer to the metaphysical ques-
tion appeals to selection for action. The suggestion, then, is that an action-
centered account provides the best way to generate a comprehensive theory
of attention. Of course, more work needs to be done to assess this
approach, but the current claim is that as things stand now, with growing
skepticism concerning attention rising in various quarters, the action-centered
approach provides the best hope of explaining attention. It should be the
working empirical and philosophical hypothesis about the nature of attention.

Suggested reading

Allport (1987) and Neumann (1987) provide foundational discussions of
attention as selection for action and are unduly neglected. They deserve to
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be read carefully. Wu (201 1b) provides a recent defense and elaboration of
their ideas, and Wu (201 1a) develops these ideas as part of a philosophical
theory of agency. The cognitive unison theory is presented in Mole (2011).
A different adverbial theory drawing on the semantics of questions is given
by Koralus (forthcoming). For an earlier discussion that ties attention to an
activity of questioning the environment, see Eilan (1998). Peacocke
(1998) has an important discussion of acting attentively that is not discussed
in this chapter.

Notes

1 There is experimental work that suggests that even in conditions of pre-
sumably low load, say two stimuli, attention to one of the two leads to
withdrawal of resources from the other (e.g. Pestilli and Carrasco 2005).

2 Carolyn Dicey Jennings has taken a distinctive position on attention, as
well as raising some problems for the selection for action account. She
argues (2012) that my (2011b) version of the selection for action account
conflates the subject with the agent. In this chapter, the notion of a sub-
ject is taken in the minimal sense of a bearer of psychological states. On
this view, being a subject does not entail being an agent, but being an
agent does entail being a subject.

3 Generally, we will have many Many-Many problems. There are, after all,
different kinds of attentional targets, so, even if a creature is confronted
with a single object, that object exemplifies many perceptible properties.
So long as those properties do not drive a pure reflex, then the subject
must select relevant properties among irrelevant properties at the level of
the input. For example, spatial properties may be more useful than color
properties in one context and vice versa in another. To react accordingly,
one must select one among many features.

4 In some recent discussions of the role of vision in action, it has been
argued that conscious vision does not directly set parameters for precise
motor movements, but rather identifies the target for motor computation,
e.g., which object to reach for (see Milner and Goodale 1995; Campbell
2003; Clark 2001). On this picture, conscious vision still sets a parameter
for action (it identifies the target) but it doesn’t set all the parameters,
such as the precise metrical information about the object’s structure: its
size, shape, and location. Nevertheless, even on this model, the input-
output coupling proceeds from conscious vision to movement, even if
there are unconscious and subpersonal visual states along the way (for an
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argument for there being unconscious states mediating mundane actions,
see Wu 2013). The input remains the subject’s visual experience of a specific
object to act on.

Whether this interpretation of the role of visual experience in guiding
action is correct is a complex matter. The issue has generated a large lit-
erature in philosophy and cognitive science and concerns the function of
two anatomically separate streams in primate cortical vision (what are
called the dorsal and ventral streams, the former projecting into the par-
ietal lobe, the latter into the temporal lobe). The original hypothesis about
the two primate visual streams as what and where streams, respectively,
was given by Leslie Ungerleider and Mortimer Mishkin (1982). They
claimed that the dorsal stream serves spatial awareness (where) while the
ventral stream serves visual object recognition (what). David Milner and
Melvyn Goodale have argued for a different account of the streams as
serving perception and action, a case they systematically argue for most
recently in their (Milner and Goodale 2006). For an engaging overview of
the issues, see their (Goodale and Milner 2004). For some recent empiri-
cal queries about Milner and Goodale’s influential account, see (Schenk
and Mclntosh 2010). For relevant philosophical discussions, see (Mole
2009), (Briscoe 2009), (Brogaard 2012) and (Wu forthcoming) among
others.

5 Thus, there was no controversy in the history of modern psychology when
investigators switched from dichotic listening, with its selection of specific
verbal streams for verbal shadowing, to visual search, with its selection of
visual objects to identify a target. This suggests a broader notion of task in
the sufficient condition than something restricted to specific experimental
paradigms. What makes the incorporation of new experimental tasks
plausible in investigating attention is precisely that the tasks identify targets
as task-relevant.

6 Alan Baddeley firmly established modern research on working memory
with his influential model (Baddeley and Hitch 1974) that contained three
components: (1) a central executive that controls selective attention; (2) a
visual-spatial sketchpad; and (3) the phonological loop. The phonological
loop is itself composed of two sub-parts, a phonological store that keeps
representations of sounds, and the articulatory loop, where items in the
phonological store are actively rehearsed, e.g., in subvocalization (for
example, many of us can remember an item by repeated internal articulation:
“buy juice, buy juice, buy juice”). Baddeley also focused on visual infor-
mation in the visual-spatial sketchpad although he allowed a role for the
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sketchpad in integrating information from other sensory modalities and
from long-term memory. Finally, the central executive was, by Baddeley’s
own acknowledgement, something of a homunculus, a black box into
which theorists sweep items yet to be explained. In recent work, Baddeley has
added a fourth component to the model: the episodic buffer (for a review,
see Baddeley 2012). This component now takes the role of integrating
information from sensory modalities and long-term memory.

7 The connection between long-term memory, working memory, and attention

has been gaining much traction in recent years. Indeed, one conception of
working memory just is a conception of long-term memory that is currently
in the focus of attention (Cowan 1995).

8 | consider actions that are responses to and directed at targets, but what

of actions without targets? The idea is that sometimes one doesn’t act in
respect of an X; one just acts. In light of these cases, | am tempted by the
claim that attention is necessary for “targetless actions” (ANTA):

(ANTA) If S performs action A, then S attends to some X for A.

The reason why | am inclined to endorse ANTA is that the actions at issue
really fall under ANA: actions that seem to be targetless have targets in
that they are responses to various inputs. These are in fact complicated
issues that require more discussion than can be given here (ANA will
suffice for the purposes of later chapters). Let me just give one example
that is often brought up in this context to give a sense of the issues:
meditation. Part of the challenge of developing this line of thought is to be
very clear about what sort of action is involved here. After all, at some
point, meditating might lapse into not doing anything (one falls asleep),
and then the issue does not engage. But in cases where getting into a
meditative state is active, something one is doing, then there is a relevant
behavior space: one begins with an input state that determines the path
needed to arrive at a meditative state. If my mind is “full of thoughts,”
then that initial state programs a response that requires the emptying of
those thoughts, with the ideal output being a state of mind that is
“thoughtless”. To the extent that maintaining this meditative state is
active, then there is a path that takes that state as input in order to pro-
gram a response that is the maintaining of that state. Notice that many
aspects of the action can become automatic, as in the case of advanced
meditators. But the automaticity of the path does not eliminate its struc-
ture, namely, an input informs an output. Coupling is still present, but it
can occur without the subject actively intending to do so. Some forms of
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meditation involve attention, e.g., in what is called mindfulness meditation.
It is sometimes said to me that some forms of meditation are precisely to
remove one’s attention. | am not sure what that means, unless one has
drifted off to sleep!

A slight complication: The Many-Many Problem doesn’t follow just
because there is more than a one-one map. You could have two pure
reflexes after all. The geometrical structure of the behavior space must
also be one that allows for behavioral options.

| am relying on the claim that one can be conscious of X without attending
to X. As we shall see in Chapters 5 and 6, this claim is denied by those
who endorse a gatekeeping view of attention: one is conscious of X only if
one attends to X. But if the gatekeeping view allows for attentional capture,
it holds that the capture of attention brings things to consciousness. On
some renditions of this view, attention enables unconscious perceptual
states to become conscious once attention is pulled to them (or again,
think of therapy that brings unconscious desires and memories to the
light of consciousness). But then, this allows for a version of the argument
given in the text, except directed at unconscious perception of change.
We can have weaker but related views, such as that attention is a higher-order
state that supervenes on the input state that meets further conditions,
namely is coupled to action. But the identity theory is easier to grasp, so |
have presented the view in terms of (l).

It is possible to see the parsimonious approach as a form of adverbialism
(see next section). The idea is that attention is just a way of perceiving
or thinking, namely, when perception and thought are coupled to a
response.

As we shall see, in the empirical study of attention and consciousness in
Chapters 5 and 6, it is often claimed that we can be conscious of items
outside of attention. Sometimes, the claim is that there is consciousness
outside the “near absence” of attention, implying, presumably, that there
remains at least the possibility of residual attention.

A natural response is to appeal to the neural basis of attention as a means
of explicating degrees of attention, since neural activity can exhibit grada-
tions. The open question raised in Chapter 2 concerns the relation
between such activity and attention. One should not infer from the fact
that the neural basis of attention exhibits gradations, say in neural activity,
that attention itself exhibits gradations.

In recent work, Philipp Koralus (forthcoming) has proposed an erotetic
theory of attention that offers an alternative adverbial account to Mole’s
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cognitive unison theory (see also Cumming, “The Attentional Foundations
of Coherence”). The central idea is that we can think of perception as a
way of interrogating the environment, and attention as connected to
answering questions. Thus, when | look for my keys, perception aims to
answer the question, Where are my keys? Attention is a way of focusing
one's attempts to answer that question. This suggests an interesting way
to conceive of the function of attention in performing a task, namely to aid
in the answering of task-relevant questions. To flesh out this idea, Koralus
uses the semantics of interrogatives.

In modeling the relationship between questions and answers in natural
language, it has been recognized that in order for something to count as a
fully congruent answer to a question, what the putative answer is “about”
has to match what the question is “about”. In English, stress patterns are
involved in marking this kind of aboutness, while other languages like
Japanese also include special grammatical particles to mark the relevant
distinctions. For example, reading the italicized word with appropriate
stress, “Adam philosophizes” is an appropriate or congruent answer to
“Who philosophizes?” while “Adam philosophizes” is not a congruent
answer to that question, although it is a congruent answer to a different
question: “What does Adam do to make the world a better place?” The
erotetic theory then emphasizes the following two features: (a) the set of
possible answers that individuates a question; and (b) the contribution of
focus marking in determining congruent answers, analogous to the use of
italicization in the previous example of “Adam philosophizes”.

Like Mole, Koralus also emphasizes tasks. Let us take as the basic case
for the erotetic theory situations where agents monitor the performance of
their task so as to query whether the task is completed. This task mon-
itoring can be modeled by a set of questions that the agent poses. Thus,
in visual search for a red square, monitoring task completion will involve
the question, Where is the red square? This question determines a set of
answers that specify the completion conditions for the task, namely propo-
sitions identifying the possible location of the square: {red square is at p,,
red square is at p, ... }. Now, most tasks are complex, involving subtasks,
each with its own completion conditions. For complex tasks, agents will
need to monitor subtasks as well, each tied to its own question and set of
possible answers that fix its completion conditions. To take another
example, in reaching for a mug, certain questions seem appropriate to
assessing completion: Where is the mug? Is the arm on the right trajec-
tory towards the mug? Is the grip being prepared of the right sort for a



AGENCY AND THE METAPHYSICS OF ATTENTION

mug? Such monitoring need not be explicit or conscious, but performing a
task requires monitoring of this sort.

The central idea of the erotetic theory, then, is that to do a task atten-
tively is to be sensitive to the answers to the questions set by a task. Thus,
to visually search for one’s keys attentively is to be sensitive to target
location, one of the answers to the question set by the task: Where are my
keys? The problem, however, as we noted in the semantics of questions, is
that not all answers are congruent. To aid congruency, attentional focus
plays the same role in attentive action as focus does in interrogatives.
Both help to determine congruent answers. Doing a task attentively, then,
involves the agent’s being sensitive to congruent answers to the questions
posed by the tasks. More simply, attention helps to get us to the right
answers.
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ATTENTION AND
PHENOMENOLOGQGY

4.1 Introduction

Consciousness does not play any role in the selection for action account of
what attention is, yet William James emphasized that “focalization, con-
centration, of consciousness are of [attention’s] essence” [my italics], and
many will agree, thinking of attention as necessarily conscious. In this and
the next two chapters, I shall consider answers to the metaphysical question
that take attention as essentially tied to consciousness. This chapter examines
attention as a distinctive form of consciousness whereas Chapters 5 and 6
focus on attention as selection for consciousness, or what I call the gate-
keeping view of attention. Such consciousness-centered approaches to the
metaphysical question provide natural alternatives to the selection for
action account.

Indeed, the common visual metaphor of the attentional spotlight echoes
James’s talk of focalization and concentration and suggests a different
answer to the metaphysical question: attention is a distinctive way of being conscious.
This yields a phenomenal conception of attention: there is something it is like
to attend, a distinctive phenomenology of attention.! Accordingly, what it is
like to visually experience an object when attending to it is different from
what it is like to visually experience the object when not attending to it. The
phenomenal difference between these experiences points to the distinctive
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phenomenal quality of attention. Some speak of spotlights and zoom lenses
(Eriksen and St James 1986); others speak of highlighting (Campbell
2002). This phenomenal conception, couched in talk of conscious attention,
is called upon to do philosophical work in discussions of demonstrative
thought (Chapter 7) and justification in epistemology (Chapter 8). A central
question to be addressed in much of this chapter is this: is there a viable
phenomenal conception of attention—a what-it-is-like to attend—such
that attention is revealed as a distinctive mode of consciousness?
To focus ideas, consider two questions:

1. Is phenomenal consciousness of attention’s essence?
2. Is there a characteristic, uniform way it is like to attend to something?

Now, if there is unconscious attention, then the answer to (1) is “no”.
Even so, (2) remains a substantive question, albeit restricted to those cases
where attention does have an associated phenomenology. There are, then,
four possible positions depending on how one answers (1) and (2). A
natural version of the phenomenal conception answers both questions
affirmatively: attention is always conscious and has a uniform phenomen-
ology as a distinctive mode of consciousness. All plausible phenomenal
conceptions, however, answer (2) affirmatively, so the idea of a uniform
phenomenology of attention will be the main target of critical reflection.
The difficulty, I hope to show, is that there is a dearth of detailed proposals as
to what the phenomenology of attention might be.

Section 4.2 addresses question (1) by presenting empirical evidence for
unconscious attention. Section 4.3 examines recent empirical work on the
phenomenology of visual attention. This work in fact does not reveal a
distinctive phenomenology of visual attention, but rather the effects of attention
on visual phenomenology. That is, the phenomenology at issue is not a
feature of attention but the result of attention. I then consider proposals that
answer question (2) affirmatively in Section 4.4, where the phenomenology
of visual attention is explicated in terms of uniform changes in visual content.
I argue that these proposals fail to identify a uniform phenomenology of
attention. Section 4.5 discusses two recent accounts of the phenomenology
of attention that do not appeal to perceptual content. Section 4.6 then
shifts to a popular philosophical theory of consciousness that explains sensory
phenomenology by appeal to the representational content of perception,
namely representationalism. Various counterexamples to representationalism
draw on attention’s effects on perceptual experience, but empirical work
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can be used to set the objections aside. Section 4.7 concludes by consider-
ing an interesting new challenge to representationalism by Ned Block that
draws on empirical work on attention. I suggest that his argument raises ques-
tions about an empirical version of representationalism about consciousness,
one that ties consciousness to information processed by neurons.

4.2 Unconscious attention

If consciousness is of attention’s essence, then there is no attention without
consciousness and hence, no unconscious attention. Admittedly, it is hard
to think of mundane cases where attention is unconscious. Every deployment
of attention of which you are aware is seemingly tied to conscious experi-
ence. How could it be otherwise? Still, what is the evidence or basis for
endorsing the strong claim that attention is essentially conscious? Certainly,
many endorse this claim, but why? Consider this possibility: confidence in
James’ essence claim is due to an induction from the fact that attention is
typically connected to consciousness to the generalization that attention is
necessarily connected to consciousness (in some sense of “necessity”). One
might be similarly confident that all swans are white if all the many swans
one has seen are white, but a single black swan would spoil the generalization.
The question then is whether there are any black swans where attention is
concerned, namely cases of unconscious attention?”

How might one demonstrate that there are cases of unconscious attention?
To do so, we need a way to track attention where consciousness is absent.
Given that this is a contentious area, one way to find common ground is to
go back to the shared assumption discussed in earlier chapters, namely the
empirical sufficient condition as applied in standard paradigms used to
probe attention. With that in mind, there is compelling experimental evi-
dence that attention can be deployed in unconscious vision. Consider work
by Robert Kentridge and coworkers (1999) with the blindsight patient GY.
Blindsight patients are understood not to have any visual phenomenal
experience of part of their visual field due to damage in primary visual area
V1, the first area in cortical visual processing.® For example, damage to the
left primary visual area (V1) will lead to a “blind field” in the right
“hemifield”, i.e., the right half of the visual field (left hemisphere cortical
visual areas process the right side of visual space, the contralateral side, while
the right hemisphere processes the left side of visual space). This blind
field can be of different sizes and can be precisely mapped (on different
conceptions of blindness, see Chapter 6, Section 5).
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The damage to V1 accounts for the “blind” in “blindsight”, i.e., the
subject’s defective vision, but what about the “sight”? The basic finding is
as follows: blindsight patients still have some access to visual information
from the blind field. This information is carried in preserved sub-cortical
visual pathways via the superior colliculus that bypass V1 and connect to
later cortical visual areas such as V2, V3, V4 and MT (see Chapter 2 for a
map of some of these regions in the primate brain; see Weiskrantz 1999
for a discussion of these areas in relation to blindsight). Accordingly, this
information is in some way available to patients, for when they are forced
to guess about aspects of items in their blindfield, their guesses are above
chance. For example, they can detect the presence of targets, as well as
their features. Blindsight patients have access to relevant visual information
even if not through normal phenomenal experience.*

The gist of Kentridge et al’s work is the use of the Posner spatial cueing
paradigm with GY (see Chapter 1, Section 6), a standard test for spatial
attention. Kentridge et al. showed that GY demonstrated the standard
cueing advantages and costs that are indicative of spatial attention in
normal subjects where the relevant space is in the blinded portion of the
visual field. In other words, for a normal subject, such effects would be
evidence for spatial attention to a location. If one accepts the Posner paradigm
as a test for spatial attention, there is prima facie evidence that GY can deploy
spatial attention to X without visual phenomenal experience of X. If the
empirical sufficient condition is appropriate in spatial cueing with normal
patients, then it is appropriate in the case of GY. One should conclude that
GY exhibits attention without consciousness. GY selects the target to inform
his response, but there is nothing to support the phenomenal notions of
focalization, concentration, or spotlighting in his blind field. If you are
concerned that these are experiments with a neuropsychological patient,
note that similar experiments have also been conducted with neurologically
intact subjects (Jiang et al. 2006; Kentridge, Nijboer, and Heywood 2008;
Norman, Heywood, and Kentridge 2013). Accordingly, there is empirical
evidence that attention can be deployed to unconsciously seen targets and,
in that sense, attention can be unconscious.

I suggest that current empirical evidence points to a negative answer to
question (1).°> My case draws on a widely accepted sufficient condition as a
way to leverage empirical data to answer the question whether attention can
be unconscious. If one is inclined to deploy the empirical sufficient condition
with normal subjects, then there is good reason to apply the condition to
blindsight subjects who evince the same behavioral capacities. Now a
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proponent of the phenomenal conception of attention who answers (1)
affirmatively can take issue with the sufficient condition. For if attention
is essentially conscious, then selection for task by a blindsighter will not
entail attention. Fair enough, but at this point, one needs a positive argu-
ment for an affirmative answer to (1). It is not enough to simply insist, say
from introspection, that attention is essentially conscious. How could
introspection establish that? Have proponents of the phenomenal concep-
tion used introspection to ascertain the complete absence of unconscious
forms of attention? Does introspection give them insight into the nature of
attention? I am doubtful. Perhaps my own powers of introspection are
insufficiently discerning, but notice that an affirmative answer to (1)
endorses a striking segregation of consciousness in the mental domain, for
over the past century, theorists have come to accept that mental states have
conscious and unconscious forms, whether perception, thought, memory,
emotion, or desire. An affirmative answer to (1) holds that attention is
different from other mental states in that it must be conscious. Such a
claim requires a positive argument. In the absence of a concrete proposal by
the phenomenal conception, there are reasons to doubt an affirmative
answer to (1).

To counter the empirical evidence against (1), a proponent of the
phenomenal conception cannot simply insist that attention is essentially
conscious. It is high time to present a detailed characterization of the
phenomenal conception as a first step in countering the empirical evidence
and the empirical sufficient condition. The next three sections try to do
this on behalf of the phenomenal conception but with mixed results.

4.3 Attentional effects on visual experience:
empirical work

Earlier, I emphasized the idea that conscious attention should involve a
uniform phenomenal character, a distinctive attentional phenomenology.
The alternative is that conscious attention involves disparate phenomenol-
ogy, different ways of being conscious. Let us consider this alternative,
namely an affirmative answer to (1) but a negative answer to (2).
The problem is that disparate phenomenology undercuts the phenomenal
conception. If one thinks that attention is essentially conscious, the endor-
sement of disparate attentional phenomenology seems initially odd, for
how can something be essentially a distinctive mode of consciousness, yet
at the same time involve disparate phenomenology? Well, one might reply,
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we allow that conscious vision has disparate phenomenology. For example,
sometimes visual phenomenology involves the appearance of chromatic
colors and sometimes it does not, involving instead the appearance of
only achromatic colors. Still, might conscious vision have a uniform phe-
nomenology in that it always involves some color phenomenology? Were
one’s experience not to have color phenomenology, one would not be
having visual experience. But set that worry aside. The idea is that, as
with conscious vision, so with conscious attention: one can allow for a
distinctive attentional phenomenology even if the phenomenology is dis-
parate. But this raises the issue of what attentional phenomenology comes
to. This section looks at empirical work that highlights what attentional
phenomenology might be in the visual domain. Drawing on work by
Marisa Carrasco and co-workers, we shall see that in vision, attention does
seem to have varied effects on visual content, say alterations to visual
representations of perceived size, contrast, or saturation of color. While this
suggests that attention is tied to disparate phenomenology, the phenomen-
ology is not a feature of attention, but rather the effect of attention. That is,
the empirical work shows how attention affects the phenomenology
of visual experience in disparate ways. As such, it does not reveal the
phenomenology of attention, different ways it is like to be in a state of
attention.

4.3.1 Contrast

At the beginning of modern psychology, Gustav Fechner and William James
disagreed on whether attention affects how things perceptually appear.
Fechner claimed that “a gray paper appears no lighter, the pendulum-beat
of a clock no louder, no matter how much we increase the strain of our
attention upon them” (quoted in James 1890 p. 426).° On the contrary,
William James writes:

Every artist knows how he can make a scene before his eyes appear
warmer or colder in color, according to the way he sets his attention. If
for warm, he soon begins to see the red color start out of everything; if for
cold, the blue. Similarly in listening for certain notes in a chord, or over-
tones in a musical sound, the one we attend to sounds probably a little
more loud as well as more emphatic than it did before.

(James op. cit. p. 425)
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How can two noted psychologists disagree on the phenomenology of
attention, something one might think to be clear on careful introspection?
Who would you side with?

One worry is that introspective reports will be biased by theoretical
commitments. Marisa Carrasco identified a clever way to reduce this
potential bias by probing subjects’ conscious awareness indirectly. Specifi-
cally, Carrasco probed conscious awareness by requiring subjects to make
assessments about how things visually appear in order to explicitly report
on a different feature. Subjects never explicitly report on their conscious
experience in the task, but experimenters can make inferences about
aspects of their experience in light of their performance. Let us examine
Carrasco’s first study, focusing on the perception of contrast.

The perception of contrast is a fundamental feature of visual experience.
In a natural scene, think of differing levels of luminance as in the shadowy
pattern cast by a picket fence. It will suffice to think of contrast using the
following diagram, essentially a sequence of black and white lines where
the transition in luminance between them is gradual and not abrupt:

A B

« one degree + one degree

Figure 4.1 Two contrast grating patterns of different spatial frequencies, here measured in
terms of cycles per visual degree: (A) one cycle per visual degree; (B) two cycles
per visual degree. As demonstrated, each pattern can be represented by a sinusoidal
wave. Figure from Webvision, http://webvision.med.utah.edu/ and is courtesy of
Michael Kalloniatis and used with his permission.

This “grating” can be represented in terms of a sinusoidal wave function
that represents changes in luminance across the display as well as the spa-
tial frequency of the display. The contrast of such gratings can be calculated
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in different ways, but a standard way for simple periodic patterns is the
Michelson Contrast, C,,,, which is the difference between the maximum and
minimum luminance in the pattern divided by their sum.” This yields a
value between 0 and 1 and is often expressed as a percentage. A standard
psychological stimulus illustrating periodic changes in contrast is the Gabor
patch, a visual stimulus that is constructed by multiplying a sinusoidal wave
function with a Gaussian function, leading to a pattern that decreases in
amplitude from its “center”. Here is a set of stimuli of the sort used by
Carrasco with their contrast values:

Test cued Neutral Standard cued

Figure 4.2 A set of Gabor patches at different levels of contrast (panels (A) and (B), the for-
mer including low contrast stimuli; the latter, high contrast). When fixating on one
of the two dots, attending to the Gabor patch on the left seems to make it appear to
be of the same contrast as the patch on the right. Reprinted by permission from
Macmillan Publishers Ltd: Carrasco et al. (2004) “Attention Alters Appearance.
Nature 7: 308—313.

Carrasco and colleagues had previously shown that attention improves a
subject’s sensitivity to contrast and argued that this was due to attention’s
enhancing visual representation of contrast (Carrasco, Penpeci-Talgar, and
Eckstein 2000). In subsequent work, Carrasco and coworkers investigated
whether this signal enhancement was reflected in visual experience,
namely in the visual appearance of contrast (Carrasco, Ling, and Read 2004).
They did not directly assess subjects’ reports of experience; rather, subjects
reported on the orientation of a Gabor patch in light of the patch’s apparent
contrast. Subjects were presented with two Gabor patches of different con-
trasts and reported the orientation of the patch that appeared highest in contrast
(the patches were tilted 45° either left or right). The experiment begins
with subjects fixating on a central dot. This is followed by a cue either at
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Figure 4.3 Subjects fixated on a central fixation point for 0.5 seconds. A cue was presented for
67 milliseconds (ms), either at the fixation point (neutral cue), or at a location
near where one of the Gabor patches would appear (peripheral cue). After an
interstimulus interval (ISI) of 53 ms, the two Gabor patches would appear for 40 ms.
Subjects were required to respond within one second, reporting on the orientation
of the Gabor patch that appeared to them of highest contrast. Reprinted by per-
mission from Macmillan Publishers Ltd: Carrasco et al. (2004) “Attention Alters
Appearance.” Nature 7: 308—313.

the point of fixation (neutral cue) or at the periphery near one of the targets
(peripheral cue). After an interstimulus interval of 53 milliseconds (ms)
between cue and stimuli, two Gabor patches appear equidistant from, and
on the left and right of, the fixation point for 40 ms. One of the patches is
the standard, kept at a specific contrast; the other, the test patch, varies in
contrast. Subjects were given 1000 ms to report the orientation of the
Gabor patch that appears highest in contrast (Figure 4.3). The experimental
design uses peripheral cues to tap into bottom-up or endogenous attention,
a form that the experimenters note peaks at about 120 ms after the cue
and largely decays by 250 ms (see Figure 1.4). This explains the short
presentation time of the stimuli, which attempts to take full advantage of
bottom-up attention.

A key feature of the experiment is that subjects did not explicitly report
which patch appeared highest in contrast. Rather, their reports about
orientation depended on how the contrast of the patches appeared to them
(for a discussion of the logic of the experiment, see Carrasco 2006). Car-
rasco discovered that attention appeared to make the Gabor patch appear to
be higher in contrast than it in fact is.® In experiments where the standard
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Gabor patch was of 6% contrast, attention appeared to boost apparent
contrast by 2.5%. Thus, an attended 3.5% Gabor patch would appear to be the
same as a 6% contrast patch. With a higher contrast standard of 22%,
attention appeared to boost apparent contrast by 6% (Figure 4.2). In the
original experiment, the cue brings bottom-up attention on line (Carrasco
refers to this as exogenous or transient attention), and later work demonstrated
similar effects with top-down attention (Liu, Abrams, and Carrasco 2009).”

This is a striking result. While there have been some queries raised about
methodology and alternative explanations, Carrasco has responded to these
in detail, and I shall take on her interpretation.'® There is also work showing
that the contrast effects can be achieved crossmodally where attention is cued
in an auditory fashion, affecting the visual experience of contrast (Stérmer,
McDonald, and Hillyard 2009). The upshot is that there is compelling
empirical evidence that attention affects the visual appearance of contrast.'!

4.3.2 Gap size

Using the same experimental design as deployed in the contrast work,
Carrasco and colleagues have investigated the effect of bottom-up attention
on discrimination of gap size using Landolt squares (squares that have a
small gap in one of the sides).'? In earlier psychophysical work, Carrasco,
Williams and Yeshurun (2002) found that discrimination performance
improved in the peripheral versus neutral cue conditions on both reaction
time and accuracy, suggesting that when attention is drawn to the target
location, processing is facilitated. Similar results were seen for top-down
attention as well (Montagna, Pestilli, and Carrasco 2009). Indeed, Montagna
et al. noted that there was also a corresponding cost in discrimination of
squares in unattended locations. Are these enhancements in performance
reflected in conscious visual experience?

Joetta Gobell and Marisa Carrasco (2005) used a variation of the original
paradigm deployed in the contrast work: subjects were presented with two
Landolt squares and reported on the orientation of the gap (top or bottom)
in the square that had the largest apparent gap. One of the squares, the
standard square, had a gap that spanned 0.2 visual degrees while the other
square, the test square, had a gap that spanned a range between 0.04 to
0.36 visual degrees (your thumb at arm’s length has a width of about 2
visual degrees). The cue was uninformative as to the orientation of the gap
(top or bottom) and it directed attention either to the standard square or to
the test square.
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Figure 4.4 Diagram of the experimental task conducted by Gobell and Carrasco (2005). Sub-
jects fixated on a central dot. A cue, either peripheral (left panel) or neutral (right
panel) was presented, followed by an interstimulus interval of 40 ms. The stimuli
consisted of two Landolt squares presented equidistant from fixation. Subjects then
had to respond in less than two seconds whether the gap in the square with the
largest gap was on the top or the bottom of the square. Figure reproduced from
Gobell and Carrasco (2005). Reprinted by permission of SAGE Publications.

Three conditions are relevant: (1) attention to the test square; (2)
attention to the standard square; (3) attention to neither (neutral cue). In
all cases, the standard square gap is 0.2 visual degrees. Gobell and Carrasco
found that in the attention to the test square condition, the test gap was
judged to be the same size as the standard (0.2 visual degrees) when its gap
was 0.18 visual degrees; in the attention to the standard square condition,
the test gap was judged to be the same size as the standard gap when the
former was 0.23 visual degrees; in the neutral condition, judgments of
same gap size occurred when the two gaps were roughly of the same size.
Gobell and Carrasco conclude that attention “increases apparent gap size in
a Landolt-square acuity task” (644).'3

4.3.3 Color

Carrasco has also examined whether attention affects the perception of the
three dimensions of color: namely, saturation, hue, and intensity. The stu-
dies of contrast already suggest that attention can affect intensity, but what
of hue and saturation? Think of the dimension of hue as, say, blue versus
red and the dimension of saturation as deep blue versus pale blue (recall
James’s earlier remark on seeing warmth and cold). Stuart Fuller and Car-
rasco (2006) adapted the previous paradigms to examine the effects of
attention on the perception of hue and saturation. As in the experiments
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discussed above, subjects were required to make orientation judgments
regarding two stimuli on the basis of their relative color saturation or hue.
In the saturation dimension, subjects were asked to judge the orientation of
patches (tilted left or right) that were “redder, greener, or bluer”. In the
hue dimension, subjects were asked to judge the orientation of patches that
looked more blue or more purple. Fuller and Carrasco report that attention
affects the appearance of saturation but not of hue. They explain this dif-
ference in light of a difference in the two properties: saturation, like con-
trast and spatial frequency, can be understood as a magnitude allowing for
more or less, while hue cannot. It might be that attention only affects the
representation of properties that one can think of in terms of more or less
such as size, speed, contrast, and saturation.

4.3-4 Brightness

Finally, Peter Tse (2005) has presented an illusion that deploys top-down
attention. I raise this example because it is different from the Carrasco
effects that require very short presentation times of the central stimuli. The
illusion is quite striking and seems to be induced by how one attends to the
display. One’s experience changes by shifting attention at will, though fur-
ther work needs to be done to understand how this illusion is induced by
attention (Tse emphasizes this as well).'*

In the right panel, fixate on any of the dots and while maintaining fixa-
tion, shift covert attention to any of the three overlapping disks. Introspect
on your visual phenomenology. Anything? Now do the same thing for the

Figure 4.5 Tllusion due to Peter Tse. From P. Tse (2005) “Voluntary attention modulates the
brightness of overlapping transparent surfaces.” Vision Research 45: 1095-8 with
permission of Elsevier.
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left panel and again introspect on your visual phenomenology. Is there a
difference between the two experiences? Subjects reported that in the left
but not right panel, attending to a disk makes the disk appear darker. This
seems to work more strongly in the left figure, but not the right (see Tse
op. cit. for an explanation). The point is that attention seems to affect
phenomenology, in this case decreasing apparent brightness of the attended
disk (or increasing the relative contrast between the disks). The effect is
striking, and the difference between the two displays seems to point to a
clear effect on visual experience of brightness that tracks attention.

4.3.5 Disparate attentional phenomenology

I have now drawn on Carrasco’s work and an example from Tse to suggest
different phenomenal consequences of attention in vision. This includes
visual phenomenology in respect of perceived size, contrast, brightness,
and color. If the work is correct, then the deployment of attention, both
top-down and bottom-up, can lead to different effects in visual phenom-
enology. These results, however, do not support a phenomenal conception
of attention that holds that attention has disparate phenomenology. Recall
that the phenomenal conception of attention takes attention to be a dis-
tinctive mode of consciousness and so to have a distinctive phenomenal
character. The phenomenal conception construes the phenomenology to be
a property of the state of attention, just as visual phenomenology is a
property of visual experience. It is, after all, a conception of the phenomenology
of attention. Yet the empirical data indicate that the relevant phenomenol-
ogy concerns changes in visual phenomenology that is caused by attention.
This suggests a weaker conception of conscious attention: attention is
conscious in that it brings about (possibly distinctive) phenomenology in
other mental states but attention does not have its own phenomenal char-
acter, a phenomenal feature of the state of attention. This weaker concep-
tion points to a disanalogy with vision, for where a visual experience might
have disparate phenomenology (say for color, texture, shape, etc.), that
phenomenology is a property of the experience and not a property brought
about in other states. Attention is different, for the disparate phenomenology
it is tied to is brought about in other states such as visual experience. It is
not clear then why one should speak of the resulting phenomenology as
specifically attentional since it involves changes in visual phenomenology
such as alterations in apparent contrast, size, and saturation. Couldn’t such
changes occur in visual experience without attention?'® Moreover, it is
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hard to see that such phenomenology is of attention’s essence or that it is a
necessary aspect of what it is like to attend. The appeal to empirical work to
explain attentional phenomenology does not, then, aid a phenomenal
conception of attention. Attention is not revealed to be a distinctive mode
of consciousness, but rather, at best, to affect other forms of consciousness
in disparate ways. As we do not as yet have good reason to think that
the phenomenology of attention is disparate, I suggest that we pursue a
characterization of that phenomenology as being uniform.

4.4 Attention and visual experience

I have argued that the best approach for the phenomenal conception of
attention would be to identify a uniform phenomenology of attention.
Until that conception does so, its assertion that attention must be conscious
is empty, for one does not have an idea of what conscious attention might
be. The previous empirical results suggest that attention can have various
and disparate effects on visual experience, but those results do not sit well
with the phenomenal conception. Still, might there be a way of unifying
these disparate features so that there is a uniform phenomenology asso-
ciated with attention, even if this phenomenology concerns another state
like visual experience? Consider the following claim of a phenomenal
conception:

When conscious attention is deployed in conscious visual experience,
there is an “attentional phenomenology” of type C that necessarily qualifies
visual experience.

Think of this relation between attention and C as holding of necessity in
some sense, and thus that every case of conscious attention in vision is
accompanied by a uniform phenomenology of type C. The presence of C
suffices for conscious visual attention. Now, even if one can identify a
relevant C for vision, this still raises the question of whether one might
find an equivalent C for each of the other sensory modalities, such as
audition and touch, and indeed, for non-sensory modalities where atten-
tion might have a phenomenal upshot, such as emotion and thought. If we
impute disparate phenomenology across each modality, then we must
confront the plausible possibility, in light of empirical work on vision, that
the phenomenology is the result of attention in each case and not indicative
of a phenomenology of attention. But set that worry aside. Can we even
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identify a relevant C in vision? Does C always track attention? In this section,
I draw on Carrasco’s empirical work to formulate an answer in terms of
perceptual representational content. That is, I draw on what is represented
in perception to provide proposals for C.

Carrasco’s work suggests that attention affects conscious visual experience
across a wide range of visible parameters. If correct, her results show that
the subject’s state of attention is a determinant of some of the contents of
the subject’s visual experience: the experience of contrast, of saturation,
and of gap size. As these are visual features that pervade normal visual
experience, attention’s effects will also thereby be pervasive. Change the
subject’s state of attention and there will be correlated changes in the sub-
ject’s experience of many visual parameters. It is an empirical question how
broadly distributed the effects of attention are, for as noted earlier, the
experience of hue might not be modulated by attention. The empirical
results are striking, but it is not clear that they demonstrate a uniform
phenomenology of attention in the sense of a uniform effect on visual
consciousness. Indeed, attention-modulated shifts in visible gap size,
changes in visible contrast, and increases in apparent saturation seem quite
disparate phenomena. Might there be a way to unify these changes in terms
of identifying a common phenomenal characterization?

James Stazicker (2011) and Bence Nanay (2010) have both emphasized
the idea that attention increases the determinacy of visual representations.
This suggests one way to flesh out a phenomenal conception of attention,
namely, by emphasizing that conscious attention is so called because it is
always tied to increases in the determinacy of visual representations.'® Why
are representations of relevance to phenomenology? When one speaks of
perceptual phenomenology, one often has in mind perceptual content in
the sense of perceptual representations of features of the experienced
world. In later sections, I shall discuss representationalism, a theory that
explains the phenomenal character of experience by appeal to the repre-
sentational content of experience. This theory aside, it does seem that for
many aspects of perceptual phenomenology, there is an associated percep-
tual content. So, the phenomenology of seeing a Gabor patch to be of high
contrast is tied to a visual content representing that patch to be of high
contrast; the phenomenology of seeing a color to be of greater saturation
than another is tied to a visual content representing this difference in
saturation. The appeal to determinacy appeals to a feature of visual content
to explain the phenomenology of conscious attention. One’s visual experience
of an X when one attends to it is more determinate in respect of the
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experience’s representing X's features than when one experiences X without
attending to it.

Stazicker and Nanay explain the idea of increases in determinacy in
terms of the determinable/determinate distinction, where a determinate of a
determinable can be understood as a more specific way of being that
determinable. Thus, scarlet is a determinate of the determinable red with the
latter itself being a determinate of the determinable color. Scarlet is a (more
specific) way of being red and red is a (more specific) way of being
colored. Another way to think about an increase in determinacy is in terms
of a decrease in uncertainty about the feature in question. Being between
0.8—0.9 meters is a more determinate way of being less than 1.0 meters,
and it reduces uncertainty about the length of the line. There is more
uncertainty about the exact length if you provide a larger range as opposed
to a smaller range. The phenomenal conception of attention then can
associate conscious attention with increases in perceptual determinacy.

Todd Ganson and Ben Bronner (2012) point out, however, that some of
the effects identified in Carrasco’s work do not involve increases in deter-
minacy. For example, if attention’s effect on contrast is to be understood as
boosting absolute contrast level, say from 3.5% to 6% contrast, then this is
not an increase in determinacy as would be the case if attention shifted
contrast representations from 2—7% contrast to 3—6% and thus narrowed
the represented range (the same point holds for relative contrast between
the two patches, say a shift from unequal to equal contrast).!” Similarly,
changes in experienced saturation might be due to an increase in the level
of saturation as experienced. Thus, even where attention affects visual
content, it need not be tied to an increase in determinacy. So conscious
attention can be disconnected from increases in determinacy. If this is
correct, then an increase in determinacy is not a viable proposal for C.

Elsewhere, I (Wu 2011c) and, independently, Sebastian Watzl (2011)
have argued against various attempts to appeal to some aspect of perceptual
content to characterize C. To give a sense of how the argument goes, consider
two illustrative proposals for C in the visual domain: attentional phenom-
enology as tied to an apparent boost in contrast, or as tied to an apparent
increase in spatial resolution. One might claim that when one attends to a
Gabor patch, the relevant phenomenal upshot is that contrast appears
greater than it did earlier when it was not being (focally) attended (see the
notion of diachronic salience in Section 4.5). The phenomenology of
attention is, then, the increase in the level of apparent contrast of a patch
over time, between its being unattended versus its being attended. Yet, in
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principle, one might be able to manipulate the stimuli or even the neurons
processing that portion of the visual field such that the apparent contrast of
the patch decreases over time. If so, then the change in apparent contrast
will be in the opposite direction of the proposal that attention boosts
apparent contrast, yet it seems like one can attend to objects that slowly
grow dimmer and whose level of contrast decreases with time, e.g., as one
attends to an object in the diminishing light as the sun sets.

One might also claim that attention always increases spatial resolution.
Yet, the worsening of visual spatial resolution seems to be compatible with
attending to an object that becomes less spatially resolved. Think of attending
to letters on a screen through a lens as an optometrist adjusts various lenses
in the search for one’s correct eyeglass prescription. One can attend to the
letters even though the object seems blurrier over time. Indeed, optome-
trists rely on this capacity for attention while they make adjustments that
change the apparent spatial resolution of visual experience in order to
generate a correct prescription. In general, attention to a dimming object in
the waning light or attending to an ever more blurry letter in an optometrist
office is not generally characterized as unconscious attention. So, it seems
that the two proposals for C can be decoupled from conscious attention.

The strategy is to take any proposal for C based on perceptual content
and show that it is possible to have attention without C. As I have not
exhaustively considered all available options, it would be premature to draw
the strong conclusion that no uniform phenomenology as tied to perceptual
content will be present in each and every case of visual attention. Never-
theless, I have canvassed the cases that are initially most plausible, in that
they are grounded in Carrasco’s work (for arguments against more com-
plicated proposals for C, see Wu 2011c). If there are to be viable proposals
for a uniform phenomenology tied to attention, then proposals from pro-
ponents of the phenomenal conception must be given. Until then, I suggest
a tentative conclusion: for all that has been proposed thus far or that are
reasonable extrapolations from those proposals — namely, increases in
determinacy or boosting of perceptually represented magnitudes like contrast —
attention does not necessitate a uniform phenomenology tied to some
aspect of perceptual content. Moreover, the effects of attention on perceptual
content remain a motley, non-uniform sort. This conclusion can allow that
attention has a typical phenomenology in that, for example, when attention
is directed at contrast, the effects that Carrasco suggests might generally obtain,
e.g, a boost in apparent contrast or an increase in the determinacy of
spatial representations. That such effects are typical can also explain why
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theorists gravitate towards specific metaphors to describe attention. A
typical effect, however, is not an essential effect.

4.5 Salience and structure in the
phenomenology of attention

In the last section, I argued that there is as yet no viable proposal that
identifies a distinctive essential phenomenology of attention. Coupled with
the empirical evidence for unconscious attention, I believe (1) receives a
negative answer: attention is not essentially conscious. But what of an
affirmative answer to question (2): attention, when conscious, has a distinctive
and uniform phenomenology? The empirical evidence does not appear to
identify a uniform phenomenal effect of attention, but in this section, I
canvass two proposals that identify a specific attentional phenomenology.
Both proposals are unified in that they do not appeal to perceptual content
to explicate the phenomenology of attention. Moreover, both are general,
not tied to vision. The proposals are:

Phenomenal Salience: the phenomenology of attention is the rendering of
the attended object as phenomenally salient.

Phenomenal Structuring: the phenomenology of attention is the structuring
of the conscious field around the attended object.

Let us begin with phenomenal salience (Wu 2011c). Of course, “phe-
nomenal salience” is just a label for the putative uniform phenomenology
of attention, something we have yet to pin down. It is thus to be separated
from the use of “salience” in psychological contexts where it often refers
to a property of a stimulus that draws attention to it (e.g., a red singleton
among green objects is salient and “pops out”). The intuitive starting point
is that, in perception, attention highlights or phenomenally prioritizes a
specific item. Thus, pick two perceptual objects in each modality and switch
attention from one to the other: hold two objects in each hand, and switch
tactile attention between them; identify two concurrent sounds, and
switch auditory attention between them; look at two objects before you,
and keeping the eyes fixed, switch attention between them. Really try it!
Does the attended object in some way seem more salient than the other? If
no, then skip to the end of this section! If yes, then that is the explanandum.
One version of the phenomenal conception might simply assert that
phenomenal salience refers to recognizable phenomenology that is available
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to subjects on introspecting their episodes of attention. This phenomenology,
moreover, is sui generis or something primitive (for the suggestion though
not necessarily the endorsement, see Speaks 2010; Chalmers 2004). The
best way to counter this position is to show that phenomenal salience can
be explained by appeal to components that are already at hand without
needing to hold that attentional phenomenology is a primitive, irreducible
feature of conscious experience. The explanation of phenomenal salience
that I have offered elsewhere attempts to do just that (Wu 2011c).
Phenomenal salience has two temporal dimensions:

Diachronic Phenomenal Salience: The salience of an object at some time
relative to that object at an earlier time.

Synchronic Phenomenal Salience: The salience of an object at some time
relative to other objects at the same time.

Thus, when you shift attention between two Gabor patches, you toggle the
diachronic phenomenal salience of a single patch over time as you switch
attention to and fro. When attention lands on a patch, that patch is more
phenomenally salient than it was at an earlier time when attention was
directed elsewhere. At the same time, when you attend to one of the pat-
ches, you render it synchronically more phenomenally salient relative to
the other patch. Of course, what phenomenal salience amounts to is the
open question. The point of the previous section was to emphasize that
there is as yet no adequate account of a uniform attentional phenomenology.
Let me now offer such an account. I have proposed (Wu, op. cit.) that
phenomenal salience is a product of special cases where subjects explicitly
reflect on the phenomenology of attention. Normally, when one shifts
attention to and fro, there is often no accompanying phenomenal salience.
Mundane visual experience does not seem to involve a movable spotlight,
or else one is confusing the effects of foveation for an attentional spot-
light.'® Think of all the eye movements you have just made in the past few
minutes. Was that like a highlighting or shifting spotlight? Yet in reflecting
on the phenomenology of attention, as we have been doing, we render the
target of attention salient in thought. If thinking is a form of cognitive
attention, then the idea is that in reflective cases where phenomenal sal-
ience seems, well, salient, a perceived object is the target of perceptual and
cognitive attention, i.e., thought. We reflect on how attention presents that
object rather than others. More generally, we are in a sense aware that we
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are attending to that object. In this way, we make the target phenomenally
salient not just because we perceptually attend to it, but also because we
think about it. The suggestion, then, is that phenomenal salience is a
function of the addition of cognitive attention’s locking onto perceptually
attended items. The additional selectivity of thought explains phenomenal
salience. If correct, then perceptual phenomenology does not explain phe-
nomenal salience. Phenomenal salience is all in reflective thought. Specifi-
cally, the proposal is that conscious attention, in terms of phenomenal
salience, is a property of perception-dependent demonstrative thought, a topic
discussed in Chapter 7. As such, phenomenal salience is a product of spe-
cial situations when we reflect on attention. Since we are not always in this
way reflective, phenomenal salience does not always track attention.

Sebastian Watzl takes a different approach. On his account, the phe-
nomenology of attention is to be understood in terms of structuring the conscious
field. Watzl expresses this as follows:

consciously attending to something consists in the conscious mental
process of structuring one’s stream of consciousness so that some parts
of it are more central than others.

(Watzl 2011, 158)

The phenomenology of attention is tied to a structure imposed on the
conscious field by attention that yields a center/periphery structure. Con-
sider our experience of Figure 4.2 and reflect on the difference between
three experiences: E1 where you are attending to the 22% Gabor patch, G,
on the bottom; E2 where you are attending to the fixation point to the
right of G; and, E3 where, if possible, you are not visually attending to the
figure at all, but, while looking at the figure, attending to a thought.
Attention then renders G more central and the fixation point more per-
ipheral in El; it switches centrality and peripherality in E2; and it leaves a
flat structure, at least with respect to visual experience, in E3 (i.e., there is
no center or periphery in the phenomenal structural sense in the visual
field). This center-periphery structure obtains as well in considering con-
scious experience as a whole. When one focuses attention in vision, one
renders the attended visual object as central, but other visual objects, audi-
tory objects, tactile objects, and so on are more peripheral.'® The phenom-
enology of attention here is not captured in terms of representational
content, but in terms of a structural feature of experience, i.e., the relation
between the experience’s parts.
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There is something very compelling about Watzl's characterization of the
phenomenology of attention, but it is also in a way elusive. In discussing
phenomenal salience, I suggested that the phenomenology of attention is a
product of very special cases where one reflects on attention and its targets.
In reflecting in this way, one focuses on the targets, although in a way that
need not involve a change in the phenomenology of experience per se.
Rather, focalization, concentration and now, centering, results from the
special status of the target of attention, namely, that it feeds in a direct way
into one’s actions such as reflective thought. Watzl might be right that there
is something like a center-periphery structure, but I claim that this is a
reflection of special cases. Alternatively, Watzl can claim that I have simply
missed a common structural feature of all perceptual experiences where
attention is differentially deployed.*® At this point, the debate mirrors some-
thing like the exchange between James and Fechner, a difference in basic
intuitions about the phenomenology of attention. The challenge then is
how to resolve the impasse when one hits rock-bottom disagreements
about how consciousness seems to be. Watzl sides with James in finding
attentional phenomenology to be widely distributed across experiences; I, on
the other hand, side with Fechner in finding less attentional phenomenology.

This chapter began with a phenomenal conception of attention that takes
attention as essentially conscious, a distinctive mode of being conscious.
Against this, I adduced empirical evidence for unconscious attention drawing
on the empirical sufficient condition. Those who endorse a phenomenal
conception have reason to deny that condition, but the challenge for them
is to characterize the idea of attention as a distinctive mode of conscious-
ness in that it has or yields a distinctive phenomenology. To move beyond
metaphorical characterizations like the spotlight, I have drawn on Carrasco’s
work, but that work seems to demonstrate that rather than having its own
distinctive phenomenology, attention affects the phenomenology of other
states and in quite disparate ways. One possible way to impose uniformity
on attentional phenomenology is to appeal to higher-order characteriza-
tions such as increase in determinacy, but this does not seem to be found
in all forms of attentional phenomenology. Rather, if there is a uniform
phenomenology to attention, it might be limited to specific cases and
explained by either a cognitive component (phenomenal salience) or a
higher-order, nonrepresentational structure of experience (phenomenal
structuring). But at that point, the phenomenology might seem elusive,
or so it seems to me. The current state of the dialectic is tilted towards
a negative answer to (1) but a potentially positive, if limited answer to
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(2). A negative answer to (1), however, undercuts a phenomenal concep-
tion of attention, even if attention often has a phenomenal (possibly uni-
form) upshot. Accordingly, a phenomenal conception of attention does not
provide an answer to the metaphysical question, as not all forms of attention
are conscious.

4.6 Attention and representationalism

Let us shift gears and consider another link between attention and perceptual
phenomenology. The Carrasco results are relevant to philosophical theories
of perceptual consciousness. A currently influential account of perceptual
consciousness is representationalism which aims to explain the phenomenal
character of experience in terms of its representational content. The appeal of
this approach is that it accounts for something many find mysterious,
namely, phenomenal consciousness, in terms of a facet of perception that
many find explicable, namely representational content (for an overview of
representationalism, see Chalmers 2004). That is, one can explain what
perceptual experience is like by appeal to what perceptual experience
represents. In its strongest version, representationalism claims that phenomenal
character just is representational content that meets certain conditions (Tye
1995). A common form of representationalism, however, claims that
phenomenal character supervenes on representational content:

Supervenience of Phenomenal Character on Content: Necessarily, if
two experiences differ in phenomenal character, then they differ in
representational content.’

There are different versions of this claim, but I shall focus on perceptual
experiences within the same sensory modality, and hence on a claim about
intramodal supervenience.”” Accordingly, visual phenomenal character
supervenes on visual representational content such that two visual experiences
that differ in phenomenal character also differ in what they represent. The
idea of representational content is tied to the notion of an accuracy condition.
That is, an experience with representational content p is accurate or ver-
idical if and only if p. So, a visual experience that there is a blue car passing
before one is veridical if and only if there is a blue car passing before one.
The phenomenology of that experience is then explained by its content,
namely, that a blue car is passing before one. It is also worth noting a
type of representationalism that is often in play in the neuroscience of
consciousness in the Content Realization Principle (CRP):
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(CRP) There is a necessary correlation between the content of consciousness
and the information carried by the neural realizers of consciousness.

Here, conscious visual content supervenes on information processed in the
visual system. Many cognitive scientists of consciousness endorse a form of
representationalism via CRP. It is supervenience that is the target of many
putative counterexamples to representationalism.

Let’s note an alternative to representationalism, namely relationalism.?
Relationalism denies that perception is in any substantive sense representa-
tional, namely, as having a content that determines an accuracy condition,
and thus, denies that phenomenal character supervenes on representational
content. Rather, perceptual consciousness involves in part an awareness
relation to what one is aware of, and the features of the objects of awareness
determine the phenomenal character of the experience. For some rela-
tionalists, the objects of awareness are mental entities such as sense-data;
for others, the objects of awareness are physical objects. In the latter case,
the phenomenology of visual experience will be determined by the visible
properties of the objects of visual awareness (Campbell 2002). A visual
experience of a red rose has the phenomenal character of red because the
object of awareness is itself red. The color of the perceived object determines
the phenomenal character of the experience.

David Chalmers (2004) has suggested that attention might yield the
most plausible counterexamples to the representationalist thesis of super-
venience.”* Let us now quickly survey a few salient cases that have been
offered. The essential strategy is to note that when attention is deployed,
there is a phenomenal consequence in experience that cannot be explained
by appeal to representational content. Each of these examples looks initially
very compelling, but the challenge they pose to representationalism can be
met once Carrasco’s results are in view. An adequate representationalist
response to counterexamples, however, doesn’t just adduce changes in
content willy-nilly with every change in phenomenal character. Rather,
plausible responses must hew to the following claim:

Representational Intelligibility: Necessarily, for any experiences E1 and E2,
if there is a phenomenal difference between them, then there is a
representational difference between them that makes the phenomenal
difference intelligible (i.e., bears some explanatory relation to it).

(Wu 2011¢, 101)
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That is, the representational difference must make sense of the phenom-
enal difference. Exactly what this intelligibility or explanatory relation
comes to will be left open here. It is a vexed issue, tied to the difficult
question of what would count as explaining consciousness, but it will be
enough that in each representationalist response to be considered, the
adduced content is plausibly connected to the phenomenology.

Bernhard Nickel (2007) has argued that representationalism fails given
the following nine tiles figure (Figure 4.6):

A B
1 2 3
4 5 6
7 8 9

Figure 4.6 As discussed in Nickel (2007) using the number scheme on the right in panel (B),
first attend to boxes 2, 4, 6, and 8, then shift attention to boxes 1, 3, 5, 7, and 9.
Notice the phenomenal difference?

Nickel notes that one can look at the figure in different ways, say focusing
on tiles 1, 3, 5, 7, and 9 or focusing on tiles 2, 4, 6, and 8. Each experi-
ence where one groups the tiles in different ways seems to have a different
visual phenomenal character. Nickel argues, however, that both experiences
have the same visual content. In presenting his case, he canvasses and
plausibly rules out a set of options that do not appeal to attention. With
Carrasco’s result in view, however, one can provide a response. In attending
to a set of squares, attention boosts the apparent contrast of the scene,
with attended squares seemingly of greater luminance than unattended
squares. This response extrapolates from Carrasco’s work on contrast,
which implicates attentional affects on apparent luminance, but it seems a
plausible reply.?®

Chalmers’s example concerns two red pinpoint lights against a black
background, where one shifts covert attention from one light to the other.
The basic effect can be achieved in the following figure:
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+

Figure 4.7 Focus on the central cross and then shift attention from the left circle to the right
circle. Notice the phenomenal difference?

Fixate on the central cross and cast covert attention first to the left dot, then
to the right dot. Both experiences differ in phenomenology due to atten-
tion, but what is the difference in content? Again, if the effect is visual, one
can appeal to determinacy, contrast, or saturation as potential correlates of
the effects of attention. For example, when attending to a specific dot, its
contrast might seem higher than that of the other (i.e., their contrast relative
to their immediate surrounding area). Given these examples, I offer the
following conjecture: for any case where the deployment of (covert)
attention yields changes in visual phenomenology, the relevant changes
track changes in representational content along the lines indicated by Carrasco’s
experiments. If so, a certain class of challenges to representationalism based
on attention can be met.

4.7 Attention and verdicality

Ned Block (2010) has presented a novel argument against representation-
alism, drawing on empirical work on attention (he also uses the same
materials to argue against relationalism). The problem he raises is, in the
first instance, a familiar one: he identifies two experiences that involve
different phenomenology without different content. What is different is
how he argues that the contents are not different, specifically that there is no
way to specify the difference. Representationalists respond to putative
counterexamples to supervenience by uncovering differences in content.
Block’s argument attempts to undercut this strategy.

Look at Figure 4.2, focusing on the fixation point to the right of the 22%
Gabor patch. In experience E,, maintain fixation but attend to the 22%
Gabor patch; in Ep, maintain fixation and attend to the fixation point.
Carrasco’s work shows that in E,, the two Gabor patches flanking the fixa-
tion point appear of the same contrast; in Ep, they do not. That is, you
experience their relative contrast. Block focuses instead on the experiences
of the absolute contrast of just the 22% Gabor patch, call it G. In one
experience, call it El, attend to G; in the other, E2, do not, but attend
elsewhere.?® The centerpiece of Block’s argument then is a challenge. Take
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experiences E1 and E2 of Gabor patch G as representing G as having a
specific contrast. If E1 and E2 differ in how they represent the level of con-
trast of G, then they can’t both be correct. One experience must be
wrong and in that sense an illusion: it represents G as having contrast value X
when G doesn’t have that contrast. But which one is illusory? Block’s chal-
lenge is that there is no principled way to identify which experience is
illusory.

Here is the intuitive version. Attention induces widespread and variegated
changes in the activity of visual neurons, yet Carrasco’s work shows that
attention affects appearances. One might think, then, that attention will
have diverse effects across the entire visual field. Since visual content is
presumably fixed, at least in part, by neural activity, one can ask what level
of attention, and its resulting modulation, determines accurate content.
Block’s claim is that there is no way to nonarbitrarily determine what this
level of attention is. One of the experiences of the Gabor patch (E1 or E2)
is illusory (inaccurate), but in not being able to fix content nonarbitrarily,
representationalists are not able to provide a principled account of which
experience is illusory. This raises a challenge for representationalists, for to
account for changes in phenomenal character, they need to identify specific
changes in representational content. If attention makes specification of
content arbitrary, then it seems that the representationalist will not be able
to discharge this explanatory demand.

Block’s argument relies on two empirical claims, one deriving from
Carrasco’s work, and the other from work regarding how the amount of
attention varies across the visual field. We can present the argument in
detail as follows:

1. Assume representationalism: any change in phenomenology is
accounted for by changes in content that make the phenomenal
change intelligible [for reductio].

2. Empirical Claim 1: E1 and E2 differ in phenomenology due to how
attention is directed in respect of G (specifically absolute contrast)
[Carrasco].

3. Attention alters the content of contrast experiences E1 and E2 [1,2].
Empirical Claim 2: The distribution of amount of visual attention
varies across the visual field in complex ways (Datta and DeYoe
2009).27

5. Representational contents are precise: Any experience E of Gabor
patch G is accurate if and only if the content of E is that G is of 22%
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contrast. [Call this accurate content. Other representations of G’s contrast
are then inaccurate contents. |

6. So: There is some amount of attention n directed at G in the visual
field where an experience E has accurate content and some value [or
set/range of values] m (m # n) where E has inaccurate content [from 3—5
and implicitly CRP].

7. Any choice of a value for n or m will be arbitrary.

8. One can nonarbitrarily assign an accurate/inaccurate content to E only
if one can non-arbitrarily identify the appropriate amount of attention
for accurate/inaccurate content.

9. So, one cannot nonarbitrarily assign an accurate/inaccurate content to
E [7,8].

10. If one can’t assign accurate/inaccurate content to either experience in
a non-arbitrary way, one is not in a position to identify how E1 and
E2 differ in content.

11. So one is not in a position to identify how E1 and E2 differ in content
[9,10].

12. So, El and E2 differ in phenomenology, yet representationalists
cannot specify how E1 and E2 differ in content [2,11].

13. So, representationalists cannot explain how the phenomenal difference
between E1 and E2 is to be accounted for by a difference in content
[12 & Representational Intelligibility].>®

14. (13) is contrary to assumption (1) [reductio].

As there are other premises to reject to avoid the reductio without giving up
representationalism, a brief comment on the premises: Clearly, (7) is a
crucial premise and I shall return to it. (5) is a specific commitment that is
not obligatory for representationalists, but it seems that the argument can
also be run allowing for less determinate contents (cf. Section 4.4 and
Stazicker and Nanay on determinacy; see also J. Stazicker 2011).*° I take
(8) and (10) to be plausible conditions regarding the assignment of con-
tent if one accepts the influences of attention. Finally, there are the
empirical premises which can be questioned. Indeed, I have suggested that
the idea of attention being something that can be apportioned in the way
assumed by (4) is worth critical reconsideration. One might allow that
neural modulations will be varied as (4) maintains without holding that
attention is thereby varied. In fact, a version of the argument will still work if
(4) is replaced with the less loaded claim that, when one shifts attention,
there is a variegated modulation of neural activity across the visual field,
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along with the assumption that changes in neural activity can change
experiential content (e.g, assuming a version of CRP). I shall discuss this
version at the end of this section.

Let us focus on premise (7) which expresses

the problem for the idea that there is any distribution or level of attention
that entails either veridicality in normal circumstances or illusion. The
problem for this view is that there is no way to pick which distribution of
attentional resources engenders veridical perception and which engenders
illusion.

(Block 20710, 45)

A first response is to ask why there should be any level of attention that
“entails” veridicality. Is there any level of illumination that “entails” ver-
idicality, say, for the visual experience of shape? What visual contents are
available will depend on attention as well as illumination in complex ways,
but no specific level of either will entail veridicality. The point can be
dropped without affecting the argument. Problems for representationalists
arise once they allow that attention affects content and that attention is
distributed in variegated ways across the visual field. Block is certainly right
that, from the armchair, any value representationalists choose for n or m
will be arbitrary. For assume that some value for attention v is what allows
for accurate content p. Given the distribution of attention across the visual
field and over time (premise (4)), any shift in attention, which happens
constantly, will lead to a landscape of inaccurate perception, namely at
locations where the amount of attention is not equal to v. Consequently,
much of what one perceives will be inaccurately represented. Moreover, for
any v, a small shift from v shifts us from accuracy to inaccuracy, and this
seems uncanny. Why, Block asks, should the value v be tied to accuracy in
this way?3°

One might respond that the issue is empirical. It will take careful
experiments to nail down what the value of v is, and this depends in part
on identifying the determinants of content. Consider naturalistic theories
of content that aim to explain how a mental state has content p in terms of
some naturalistic property N. To take a simple case, one might try to
explain why a symbol § refers to object O by identifying some appropriate
causal or nomological relation between S and O (Fodor 1991), some tele-
ological relation (Millikan 1984), or some mix of the two (Dretske 1995).
Obviously, I cannot consider Block’s challenge in light of all of these
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theories, but I shall raise a challenge for naturalistic accounts of content
that endorse CRP.

Let us understand Block’s challenge as the claim that the link between
neural content and perceptual content is partly a function of the amount of
attention deployed across the visual field. The Datta and DeYoe study Block
appeals to in premise 4 suggests that this distribution of attention is not
uniform, and presumably, given rapid shifts of attention across time, the
influence of attention on neural activity will be quite varied. So, not only
will perceptual content be a function of distributions of attention, as the
Carrasco premise suggests, but neural activity will be as well. Yet neural
activity is presumably a determinant of neural representational content.
There is, then, a challenge to representationalists who endorse CRP, for
CRP is part of a program of accounting for phenomenology ultimately in
terms of neural content. This assumes, however, that we can fix neural
content so that it can function to explain phenomenology. A version of
Block’s challenge is that, given facts about attention, we cannot fix neural
content in the requisite way, namely, such as to attribute a specific content
to a given neural state. But why think what the challenge alleges is true?

Can we identify a neural property that fixes neural content? Specifically,
is there a property of a neuron that allows us to determine what it represents?
Consider Figure 2.5 which presents the firing rate of a neuron to lines of
different orientations in its receptive field and identifies a maximum firing
rate for a given orientation, O. Does the neuron in question thereby repre-
sent orientation O? Similar questions can be raised for a population of
neurons that can be said to represent some feature or object: What neural
properties of the population determine what the population represents?
Sticking with the simpler single neuron case in Figure 2.5, the neuron’s
maximum firing rate with and without attention was the same, centered on
line orientation O. Let us associate the neuron’s representational content
with its preferred stimulus as identified by its strongest response, i.e., its
maximum firing rate. So, this neuron represents O. Will that response hold
at every level of attention, assuming that attention can be graded in this way?
What if the maximum neural activity shifts at different amounts of atten-
tion? Does what the neuron represents thereby change every time attention
shifts? Let us allow this sort of “representational plasticity” in neurons,
given shifting attention: what the neuron represents changes with atten-
tion. How then does the brain maintain representational stability across
time given constantly fluctuating attention? Neurons, it would seem, will
“say” different things depending on how attention modulates them. Yet, if
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a person constantly changed stories due to external pressures, it would be
hard to trust the person as an information source. One wants representational
stability.

If representational plasticity is unacceptable, then we might respond by
tying neural representation to the maximum firing rate at a specific level of
attention. But this raises a version of Block’s question: which level of
attention determines (veridical) content? Adherents to CRP will hold that
perceptual content is a function of neural content, but if attention is a free
agent here, then it is a good question how we can fix neural content when
neural activity is so variable in light of attention. Yet if there isn’t any spe-
cific level of attention that fixes veridical content—any choice being arbi-
trary—then the challenge to CRP representationalism is that the anchor for
phenomenology is in fact not an anchor at all. To understand perceptual
content, the adherents of CRP want to tie it to a clear notion of neural
content, but attention seems to muck this up.

It is not clear that the current challenge is insurmountable, and, as it
stands, it is only the sketch of a challenge, something that must be fleshed
out in further discussion. But the sketch suffices to highlight the fact that
theories of content, whether those in philosophy or in cognitive science,
have too long operated without consideration of a major influence on the
content of a given perceptual or neural state. A central theme of this book
is that attention is of rich philosophical significance, and if the current
discussion points in the right direction, then attention is of great sig-
nificance to theories of content. A major project will be to formulate the-
ories of perceptual content with an eye towards the fact that we are
creatures of (shifting) attention, and that how we attend can have striking
modulations on how things appear to us.

4.8 Summary

Is attention a specific way of being conscious? I began with the Jamesian
idea that perceptual attention is essentially a specific way of being con-
scious. The possibility of unconscious attention led us to restrict the claim
to the deployment of attention in perceptual experience, and to search for
some uniform feature that serves to individuate conscious attention as a
form of consciousness. Our attempt has at best been equivocal. Many
empirically supported changes in phenomenology resulting from attention
do not seem to fall under one general phenomenal category such as
increased determinacy. This leads to a central question: Have theorists
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misconstrued the truth in James’ original description? Perhaps attention
does not have a uniform phenomenology associated with it. Visual attention
does not uniformly make things look brighter, of higher contrast, or of
greater spatial determinacy. This allows that visual attention (or perceptual
attention) can have a variety of effects on conscious experience, but if there
is a uniform feature of attention, perhaps it is not that attention has its
own distinctive phenomenal upshot, but that, in light of the phenomenology
of conscious experience, attention allows for a selective response to it, to
focalize and concentrate what is relevant to the subject. Even if there is a
phenomenology of attention, what matters in respect of conscious attention
is not this phenomenology but the selectivity of attention in respect of
consciousness. Attention is conscious to the extent that it is a specific
response to consciousness.

Suggested reading

Kentridge (2011) reviews evidence for unconscious attention. A nice
overview of the empirical work discussed at the beginning of the chapter, from
a neuroscientific perspective, can be found in Anton-Erxleben and Carrasco
(2013). Chalmers (2004) provides an overview on representationalism and
discusses different aspects of the theory; for a recent monograph discussing
these issues, see Siegel (2010). Block (2010) provides a summary of some
of Carrasco’s work and presents his challenge to representationalism. Stazicker
(2011), Wu (2011c) and Watzl (2011) provide recent accounts of atten-
tional phenomenology. Speaks (2010) suggests that attention might have a
sui generis phenomenology and presents one of the earlier responses to
representationalism in light of attention.

Notes

1 The term “what it is like” refers to phenomenal consciousness (Nagel
1974).

2 Of course, talk of the essence of attention has modal implications, namely
that attention is necessarily conscious. How does one establish that claim?
Induction can point to some form of nomological, i.e., lawful, necessity,
but there is an open question theorists of attention should raise: What
precisely are the arguments for James’ essence claim?

3 That blindsight patients are phenomenally blind in certain regions of their field
of view is now well accepted. Skeptics often wonder whether blindsight is
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just severely degraded vision (cf. Overgaard 2011 for a recent example, but
see earlier work addressing this question using signal detection theory, e.g.,
Azzopardi and Cowey 1997). I'm grateful to Bob Kentridge for discussion
on these and related issues.

4 Given that the inputs that inform GY’s guesses are likely cortical inputs,
albeit abnormally processed ones, relative to what one typically accesses,
we should be careful in inferring too much from talk of “guesses”. It is not
surprising that patients with blindsight should be hesitant to comment on
items to which normal access is not available.

5 Jesse Prinz has provided a response to the experiments with GY, but |
shall assess his response in Chapter 5. To anticipate, | think his objections
can be answered.

6 The passage is translated by James. Fechner interestingly further notes
that “everyone, on the contrary, feels the increase as that of his own con-
scious activity turned upon the thing” (James, op. cit. p. 426). | shall
return to a version of this response in discussing phenomenal salience
and one’s awareness of one’s attending to a specific target.

7 That is, for luminance, |, the Michelson contrast, Cp, = (Imax - Imin)/ (Imax
+ lmin)-

8 This is reflected in calculations of the point of subjective equality (PSE),
namely the point at which the test and standard appeared to be the same
contrast. | shall not be concerned with this technical detail, and | simply
report the result of such calculations in each experiment.

9 It is worth noting that Massimo Turatto et al. (2007) found that attended
moving Gabor patches appeared of lower contrast.

10 For an alternative explanation based on a shift in decisional criteria, see
(Schneider and Komlos 2011). For responses, see (Anton-Erxleben,
Abrams, and Carrasco 2010) and (Anton-Erxleben, Abrams, and Carrasco
2011). For an alternative explanation based on cue bias, see (Prinzmetal,
Long, and Leonhardt 2008) and for a response, see (Carrasco, Fuller, and
Ling 2008). Note that if the criticisms of Carrasco’s account are correct,
this does not hurt the case against the phenomenal conception. We are
trying to find a way of characterizing attentional phenomenology grounded
in empirical work. If the current avenue is closed, so much the worse for
the phenomenal conception. One can, however, raise a question for Car-
rasco, since her experiments draw on the very short presentation times of
the central stimuli. Yet another well-known paradigm due to George
Sperling explicitly explores what we can be conscious of in short pre-
sentations of stimuli (roughly on the same time scale, if not longer, than
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that of the presentation of stimuli in Carrasco’s experiments). In that case,
many questions have been raised about what can be seen (Chapter 6).

11 Later work also showed changes in the appearance of spatial frequency,
namely increasing apparent spatial frequency, during bottom-up attention
(Gobell and Carrasco 2005) and top-down attention (Abrams, Barbot, and
Carrasco 2010).

12 This is derived from “Landolt C” figures that are used in European countries
in visual acuity tests (a “C” is placed in different orientations, with subjects
asked to identify the location of the gap, e.g., up or left).

13 Carrasco and colleagues argue that the best explanation for these results
is that attention enhances spatial resolution. For a brief summary of
alternative explanations, see for example (Montagna, Pestilli, and Carrasco
2009, sec. 4.5). For more in depth discussion, see Carrasco 2011. How
attention enhances spatial resolution so as to explain this task is still an
open question. Chapter 2 noted that attention can lead to contraction of visual
receptive fields around the target of attention, and smaller receptive fields are
associated with better resolution. Still, moving from this to the perception
of gap size is less clear. Katharina Anton-Erxleben, Christian Heinrich, and
Stefan Treue (2007) have observed that attention increases the apparent
size of moving patterns of dots, and they make suggestions of how
remapping of receptive fields might lead to distortions in perceived visual
space. See also Anton-Erxleben and Carrasco 2013 for recent discussion.

14 The changes in experience that are induced by voluntary shifts of attention
are reminiscent of the changes that can be induced in the experience of
ambiguous figures such as the Necker cube or the duck-rabbit figure (Tse
notes this as well). That is, shifts of attention seem to allow one to flip the
orientation of the Necker cube or whether one sees the figure as a duck or
a rabbit.

15 In the text, | emphasize that attention causes visual phenomenology. In
this way, the relevant phenomenology is too distant from attention. One
might, however go adverbial and speak of attentive and inattentive visual
experience, i.e., a way of visually experiencing the world (recall Mole’s
adverbial account). If so, then the relevant phenomenology’s being a
property of experience need not be too far removed from attention. If the
phenomenology can be disconnected from attention, however, this move
will fail. See the next section for such an argument.

16 Changes in determinacy might be general enough to cover the effects of
attention across all sensory modalities. Stazicker and Nanay differ, in print
at least, on how extensive they take the Carrasco effects to be. Stazicker is
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agnostic as to whether all attentional phenomenology involves increases in
determinacy. Rather, he thinks an important aspect of the phenomenology
of visual attention is its mimicing the effects of foveation, as when you
shift your eyes to look directly at something. Foveation improves spatial
resolution, and attention often does as well.

See also Block 2010, 43.

Hemdat Lerman (manuscript) has raised similar questions, suggesting
that when one reflects on one’s attention while tracking multiple objects,
there isn’t any clear attentional phenomenology that accompanies each
attended object (for multiple object tracking, see Chapter 7). She notes
that much of the current theorizing about the phenomenology of attention
has focused on a limited set of static samples that are quite restricted, as
when one reflects on Carrasco’s Gabor patches and thinks about how
attention affects experience.

Watzl suggests that one can further explicate these ideas, if we think of
experience as composed of parts. Thus, an experience of Figure 4.2 con-
tains as parts the experience of the 22% contrast Gabor patch (Eg), as well
as the experience of the fixation point to its right (Ef). Watzl expresses the
structure of experience as follows when one attends to the Gabor patch G:
Ec > Ef. That is, Eg is more central than Ef. The idea of structuring allows
for multiple centers that each is the focus of attention. Attention then
could be divided in the sense of having multiple foci of attention.

There is much more in Watzl’s view that we cannot discuss here. See his
forthcoming book Attention and the Structures of Consciousness.

There are complications here, depending on whether one endorses pure or
impure representationalism (Chalmers 2004). Pure representationalists
appeal only to the content of the conscious state; impure representation-
alists also appeal to the psychological mode of the state. | shall consider
pure representationalists here. Some representationalists endorse a dif-
ferent supervenience claim, namely, that representational content super-
venes on phenomenal character but not vice versa. Specifically, | shall focus
on many of the earlier forms of representationalism that endorse the
supervenience claim in the text.

For an earlier discussion of different versions of representationalism, see
Byrne 2001.

For an overview of different positions on perceptual consciousness, see
the early sections of Pautz 2010.

Fiona Macpherson presents a different case against representationalism
by appeal to ambiguous figures like the duck-rabbit. Although she does
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not discuss attention explicitly, it seems that attention can play a role in
these gestalt shifts. As the phenomenal changes at issue seem to primarily
concern gestalt shifts that can be induced by attention, rather than as
what one might be inclined to call attentional phenomenology, | have
opted to not discuss the issue at length here. | am grateful to Guilia
Martina for some helpful pointers on this literature.

Jeff Speaks (2010) presents another case to which Carrasco’s results might
readily apply.

Block’s assumption that Carrasco’s observation can be localized to a
single Gabor patch can be questioned. Block is aware of the need to justify
this assumption, and in support, he notes Carrasco, Penpeci-Talgar, and
Eckstein 2000, which focuses on boost in the visual signal for individual
Gabor patches. It is worth noting that this work uses a different paradigm
than the one Carrasco uses to test appearances in Carrasco, Ling, and
Read 2004; in Carrasco’s experiments, the task involved judging relative
contrast (Which is higher in contrast?). Thus, any relevant illusion con-
cerns the appearance of relative contrast, and not the specific contrast of a
particular Gabor patch. Nevertheless, one might think that once we allow
that attention can alter contrast appearances to affect the appearances of
relative contrast, why couldn’t it also affect absolute contrast? The issue
here is that the argument draws on this point given empirical work, but it
is plausible that this work only speaks to relative, and not absolute, contrast.
Block also emphasizes that this variability is not only spatial, but also
temporal, though we will not emphasize that. Adding the temporal ele-
ment compounds the problem of shifts in content with shifts in attention,
now over time as well as space. If we think of attention as a limited
resource, then any changes over time in the amount of attention at
one region necessitates changes in the amount of attention at another
region.

Sebastian Watzl (forthcoming) presents a detailed analysis of Block’s
argument. Watzl holds that both E1 and E2 are illusory. He emphasizes
that we should construe the function of attention as providing for usable
and not necessarily accurate representation, unless accuracy serves
usability. Boosting a signal might be the way that attention aids the
usability of perception, but perhaps at the cost of accuracy. A selection for
action account would find this response congenial. The function of atten-
tion is action, not veridicality. At the same time, since epistemic actions
(e.g., fixing beliefs) are important, too, attention could not wildly introduce
inaccuracy on pain of undercutting one’s cognitive goals.



29

30

ATTENTION AND PHENOMENOLOGY

In a personal communication, Ned Block emphasizes that it is this pre-
mise that he ultimately rejects. He allows that there are accurate contents,
but that these contents do not account for the phenomenology. Two brief
points: (1) it seems to me that Block’s argument questions whether we
can assign a specific content to experience, whether that content is deter-
minate or not. Given the effects of attention, how would we fix a content?;
(2) Block claims that if you allow for indeterminate content, phenomenol-
ogy doesn’t flow from it. Things don’t look indeterminate. | say: they do.
Say that you have normal vision. If you were to go to the optometrist
office and have your eyes tested, the optometrist can use lenses to slightly
blur your vision. So, presumably your experience has less determinate
content. But was it fully determinate before hand? | think not. But then
phenomenology that might seem determinate is in fact indeterminate.
That is, how things look to you now is precisely how things look when
your content is indeterminate. No one has fully determinate spatial vision.
What would that be like? Fully determinate phenomenology is what might
be mysterious. I'm grateful to Jake Beck for discussion here (the eyeglass
example is his). For some relevant discussion, see his (2012).

We can escape the pervasive inaccuracy in perception due to shifts of
attention if we allow that content is less determinate than premise (5)
asserts.
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ATTENTION AS THE GATEKEEPER
FOR CONSCIOUSNESS:
INATTENTIONAL BLINDNESS

5.1 Introduction

William James (2007) comments as follows on attention and conscious
experience:

Millions of items of the outward order are present to my senses which
never properly enter into my experience. Why? Because they have no
interest for me. My experience is what | agree to attend to. Only those items
which | notice shape my mind — without selective interest, experience is an
utter chaos. Interest alone gives accent and empbhasis, light and shade,
background and foreground — intelligible perspective, in a word. It varies
in every creature, but without it the consciousness of every creature
would be a gray chaotic indiscriminateness, impossible for us even to
conceive.

(402-3, James’ italicization)

“My experience is what I agree to attend to” suggests that attention serves
as a gatekeeper for consciousness. It determines what one is conscious of. This
chapter begins an extended discussion of attention as gatekeeper. To see the
distinctiveness of the gatekeeper model, one can contrast it with a
more common sense model where attention selects from the deliverances of
consciousness (see Figure 5.1).
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The Common Sense Model

Perceptual ) Attention
. — - 5
Processing Perceptual Consciousness Report

The Gatekeeper Model

Perceptual _Attention

- Perceptual Consciousness ——» Report
Processing

Figure 5.1 The Gatekeeper and Common Sense Models

I shall initially characterize the gatekeeping model as endorsing the following
biconditional:

Gatekeeping: S is conscious of X if and only if S attends to X

This model provides a different answer to the metaphysical question:
attention is a selective process that is for consciousness. In other words, attention
is identified by its distinctive functional link to consciousness. What one
attends to determines what one is conscious of. Gatekeeping has been a
subject of significant scientific work in the past two decades, and this spe-
cific issue kept attention alive as a topic for philosophical discussion during
that period. This chapter shall focus on the role of perceptual attention as
gatekeeper, clarify the central claims, survey the empirical evidence for
gatekeeping, and assess the state of play. The central questions are:

e What does it mean to say that attention is a gatekeeper for consciousness?
e Is there evidence for or against attention as gatekeeper?

Section 5.2 identifies numerous gatekeeping conditionals. That there are so
many gatekeeping claims underscores the need for theorists to be clearer
about the position they defend. Failure to do so has tripped up some dis-
cussions of gatekeeping (see Section 5.7.1). In Section 5.3, the sufficiency
claim of gatekeeping is considered and rejected. Section 5.4 then sum-
marizes the standard experiments in favor of the necessity claim: one is
conscious of X only if one attends to X. This work leads to the claim of
inattentional blindness in the visual domain. Section 5.5 explores what
might be meant by “blindness,” and three notions of blindness are examined.
Section 5.6 then explores what follows from inattention, identifying three
alternatives to inattentional blindness: inattentional amnesia, inattentional
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agnosia, and inattentional apraxia. In particular, inattentional apraxia suggests
that the experimental paradigms standardly used to support inattentional
blindness fail to provide evidence for it. Section 5.7 explores attempts to
demonstrate consciousness outside of attention, e.g, in the perception of
the gist of a scene and in the visual phenomenon of crowding.

5.2 Gatekeeping conditionals

Attention has often been thought of as for consciousness. On Anne Treisman’s
Feature Integration Theory (Chapter 1.6), for example, attention serves in
vision to bind feature representations to generate object representations
and, as Treisman notes, awareness of objects. In this chapter, I shall focus on
perceptual attention and perceptual consciousness, though I will generally
omit the “perceptual” modifier and speak simply of attention and con-
sciousness. As noted in the previous section, the gatekeeping conception of
attention can be initially unpacked in terms of two claims that together
form the Gatekeeping biconditional:

1. If S is attending to X, S is conscious of X.
2. If' S is conscious of X, § is attending to X.

Attention to X, in other words, is both sufficient and necessary for con-
sciousness of X. For current purposes, “conscious of” and “attention to”
are success terms. Both imply the existence of the relevant target. Now (1)
might seem to be true, for whenever you attend to an object, you seem to
be conscious of it. In contrast, (2) might seem to be false: can’t one be
conscious of more than one attends to? Interestingly, there is empirical
work that suggests that (1) is false, but (2) is true.

(1) and (2) provide the most natural interpretation of gatekeeping, but
two complications arise once one acknowledges the many distinctions
regarding attention discussed in earlier chapters: first, the different targets
of attention and consciousness; and, second, the dichotomies of attention
such as top-down versus bottom-up and control versus automatic attention.
If one incorporates these distinctions into a characterization of gatekeeping
conditionals, one generates a slew of additional gatekeeping claims. First,
notice that the variables in (1) and (2) take the same argument, so attention
and consciousness have the same target. Thus, they suggest that to be con-
scious of a bear, you have to attend to the bear, and when you attend to the
bear, you are conscious of it; to be conscious of the blackness of its fur,
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you have to attend to the color and where you attend to the blackness, you
are conscious of it. But attention and consciousness can have different tar-
gets, and to cast the conceptual net as widely as possible, one should
allow for different arguments for the variables, thus transforming (1) and
(2) into

3. If S is attending to X, then S is conscious of Y, where possibly Y # X.
4. If S is conscious of X, then § is attending to Y, where possibly Y # X.

For example: to be conscious of a bear, you attend to some feature of it or
where you are attending to some feature of a bear, you are also conscious
of the bear. Consider, by way of example, the different gatekeeping condi-
tionals in respect of (4) for consciousness of objects and attention to different
targets:

A. If S is conscious of object O, then § attends to O.
B. If'S is conscious of object O, then § attends to (some) feature F of O.
C. If S is conscious of object O, then § attends to location L of O.

Does consciousness of an object imply that one is attending to it, or at least
to one of its properties or its spatial location? If one allows the variables in
(3) and (4) full freedom to range over location, feature or object, then for
each of (3) and (4), nine distinct gatekeeping conditionals result. This is
dizzying. The diversity of conditionals raises an important question: which
conditional(s) are at issue in discussions of gatekeeping? As an exercise,
look at any of the articles cited in this chapter and see if the authors
explain clearly which conditional they aim to defend or refute.

Briefly, let us note the second complication, namely adding the distinction
between top-down versus bottom-up and control versus automatic attention
into the fray. Consider the following three conditionals:

5. If S is conscious of X, S is top-down attending to X.
6. If' S is conscious of X, § is bottom-up attending to X.
7. If S is conscious of X, § is top-down or bottom-up attending to X.

(7) is the most general since the dichotomy of top-down versus bottom-up
as defined in Chapter 1 is exhaustive. So (7) is just a version of (2): con-
sciousness of an object requires some form of attention to it. (5) and (6)
are more restricted theses, but I bring this up to highlight their distinctness.
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Let us, however, leave these complications aside. In noting them, it is clear
that one must treat talk of gatekeeping with care. Having acknowledged
this, I return to (1) and (2).

5.3 Attention is not sufficient for consciousness

Chapter 4 presented experiments that suggest that (1) is false. Recall that
using the Posner spatial cueing paradigm, Kentridge et al. (Kentridge,
Heywood, and Weiskrantz 1999) demonstrated that the blindsight patient
GY showed standard attention cueing benefits to stimuli in his blind field,
suggesting that GY could attend to objects that he could not consciously
perceive.” In those experiments, a cue directed GY’s attention into his blind
field, and he reported on the presence or properties of the target therein.
GY showed improvements in reaction time and accuracy for valid versus
invalid cues that in normal subjects are a sign that attention is engaged.
Since attention is being deployed in the blind field, the claim is that GY
demonstrates attention to X without consciousness of X.

Jesse Prinz (2012), who endorses both (1) and (2), has objected to this
interpretation of the result, so let us consider his objections.® He notes that
the cueing paradigm is a test of spatial attention, but the relevant form of
consciousness is of an object. Thus, the relevant sufficiency claim is:

If S attends to object O, then S is conscious of O.

Prinz notes that the cueing paradigm only establishes attention to a location,
not to an object. Thus, the experiment does not give a case where the
antecedent is satisfied, so it does not present a counterexample to (1). In
this way, he is being appropriately sensitive to different gatekeeping condi-
tionals. Nevertheless, spatial cueing involves object attention as well. After
all, to perform the task, the subject must issue a report about a specific
object, and not about a location. It is a strange position to allow that
attention gets pulled by the cue but then simply leaves the scene when the
target to be reported on appears. Rather, attention is also needed to select
the target to inform the subject’s report as the task requires. In many cases,
such selection for task suffices for attention. In reporting on the presence
of a target, GY thus attends to an object that he cannot consciously see.
Prinz is correct that spatial cueing is deployed as a test for spatial attention,
but the standard construal of the paradigm misses the essential involvement
of object attention.
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Prinz’s central response is to distinguish orienting from attention and to
argue that the putative counterexamples to (1) are due to orienting. But
what is orienting? Prinz writes that “orienting alters what information gets
in and attention alters where it flows” (p. 113). In vision, overt orienting
aims to allow a target of interest to stimulate the fovea, the retinal area of
highest visual acuity. Thus, Prinz ties overt orienting to what is typically
called “overt attention,” attention linked to movement of the sensory
organ. He also allows for two forms of covert orienting: (a) when the subject
forms an intention to overtly orient; or (b) when there is “shrinking of
receptive fields” (p. 114).

Can invoking covert or overt orienting provide an adequate defense in
response to the experiments with GY? I do not think overt orienting can.
Prinz suggests that GY might be making microsaccades, smaller saccadic (ballistic)
movements of the eye. Since saccades result in foveation, namely allowing a
target to stimulate the fovea, Prinz’s idea must be that microsaccades provide
enhancement of visual processing in the direction of foveation. Basically,
GY is sneaking a peek. While I agree this is possible, I think physiological
parameters speak against it. While the upper bound of microsaccades is
often taken to be one or perhaps even two visual degrees, microsaccades
are typically much smaller, say, less than 30 arcminutes (%2 of a visual
degree; Rolfs 2009). In GY's case, however, the target was located six visual
degrees from fixation, and experimenters could detect if GY made eye-
movements of two to three degrees. I presume that they threw out any
trials in which such visible movements were made. Prinz would then need
to explain how microsaccades can explain enhanced performance of a target
likely located three, and more likely at least six, times the distance of a
standard microsaccade movement from fixation. Microsaccades do not
explain GY’s performance.

What of covert orienting? For Prinz, one implication of covert orienting
is visual field remapping, i.e. the phenomenon of receptive field remapping
discussed in Chapter 2: when two objects are present in a neuron’s recep-
tive field, attention to one of them results in remapping the receptive field
to the attended object, almost as if the receptive field shrinks around it,
filtering out the other object. As discussed in the next chapter, Prinz pro-
poses that attention is selection for working memory, but his proposal is
relevant here. The experimental task used to induce the effect in the first
published study by Moran and Desimone (1985) required the use of
working memory. Animals were tasked with matching a stimulus with an
earlier sample. Moran and Desimone suggest that the observed effect is a
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kind of neuronal filtering of irrelevant stimuli that supports working
memory. By Prinz’s own characterization of attention, receptive field
remapping is tied to attention as such remapping serves working memory.
Thus, while Prinz invokes covert orienting as distinct from attention, covert
orienting as receptive field remapping implicates attention.

Finally, what of covert orienting as intention, i.e., an intention or at least
preparation to move the eye (saccade)? This is the most promising defense.
Prinz’s argument would be that: (A) covert orienting as an intention to
move the eye is not the same as attention; and that (B) the intention
modifies processing sufficient to enhance GY's performance. Neuroscien-
tists have long debated the precise relation between orienting qua intention
to move and attention. For example, at the beginning of electro-
physiological recordings with awake behaving monkeys, there was a heated
debate whether one can even distinguish intention from attention in neural
activity (see Glimcher 2004, chap. 10). Recall as well the Premotor Theory
of Attention that proposes a constitutive link between the preparation of
eye movement and attention (Rizzolatti, Riggio, and Sheliga 1994; see also
Chapter 2).

As noted in Chapter 2, there are compelling reasons to reject strong
versions of the Premotor Theory and thus to endorse (A), but it seems that
many scientists would allow that preparation of an eye movement (or an
intention to so move) towards X often causes attention-based enhance-
ments of processing at X (see Smith and Schenk 2012, sec. 3; Armstrong
2011). Indeed, it is arguable that any intention to move the eye to location
X requires prior attention to X to make possible an intention with that very
content. In other words, covert attention is needed to provide the targeting
needed for orienting. The point, then, is that the relevant intention to move
the eye might both cause and depend on attention. While I think Prinz’s
appeal to intention is interesting, the fact that intentions are closely tied to
attention suggests that attention is at least as likely, and to my mind more
likely, an explanation of GY’s performance as intention. Prinz’s objections
can be met. So, given the empirical evidence from GY and from normal
subjects (see Chapter 4.2), (1) seems to be false. Attention does not suffice
for consciousness. If (1) is false, then attention as selection for conscious-
ness does not provide a single, complete answer to the metaphysical ques-
tion, since not all forms of attention are for consciousness. Accordingly, the
gatekeeping thesis is restricted to (2): one is conscious only of what one
attends to. Is there evidence for or against (2)? Surprisingly, the question
remains quite open.*
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5.4 Attention as gatekeeper for consciousness:
initial evidence

To assess the gatekeeping view, consider conditional (2) now restated as
the Gatekeeping Hypothesis:

Hypothesisck): S is conscious of X only if S attends to X.

We can state more specific versions of Hypothesis gy for relevant sensory
modalities. Thus, § is visually conscious of X only if S visually attends to X.
What happens when you fail to attend to X? In the case of vision, you will
not be phenomenally conscious of X even if it is in your field of view. In
this case, cognitive scientists speak of inattentional blindness and change blindness,
terms that derive from a set of experimental paradigms. Let us begin with
cases of inattentional blindness. If you have never seen displays demon-
strating this, I don’t want to spoil it for you. Stop reading and follow the
link to the “Monkey Business Illusion” (at http://www.dansimons.com/
videos.html). Alternatively, do an Internet search for “Monkey Business
Hlusion.” Be sure to follow the instructions. Even if you are familiar with
the paradigm, try it again with this version. Do it now and don'’t read the
next paragraph until you do!

The video demonstrates a form of inattentional blindness: by directing
your attention to the ball and the number of passes, your attention is pulled
away from the gorilla. Moreover, you don’t seem to be conscious of the
gorilla in that you don't report seeing it. When shown the video again, you
are surprised that you failed to see it.

Arien Mack and Irving Rock (1998), who coined the phrase inattentional
blindness, used a different paradigm. A cross is flashed for 200 milliseconds
(ms), followed by a mask to disrupt residual visual processing of
the cross (e.g., an afterimage). Subjects were required either: (a) to report
which arm of the cross was longer. or, in some trials, (b) whether
they were equal in length. After a number of trials where the cross is
flashed at the same location in the visual field, an additional stimulus
was presented with the cross in the critical trial. Subjects were never apprised
of the possibility of an additional stimulus. After the critical trial, subjects
were then asked if they saw anything in addition to the cross, something
they had not seen in previous trials. Strikingly, many denied seeing
anything new. Mack and Rock (1998) summarized their findings as
follows:
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All the experiments described in [our] book demonstrate that when one
takes the proper measures to eliminate voluntary attention or, better
expressed, the intention to attend to what is about to be displayed, there
is a drastic reduction in what is perceived, at least on a conscious level.
In fact, unless certain kinds of objects are presented in our critical trial,
the rule seems to be that nothing is perceived consciously.

(163, my emphasis)

In other words, Mack and Rock endorse attention as a necessary condition
for consciousness, the gatekeeper view. Here, the focus seems to be on top-
down, goal-directed attention, but we shall see later in Section 5.7 that
they also have bottom-up attention in mind.

Mack and Rock found that the level of inattentional blindness, as measured
by the percentage of subjects who failed to report the additional stimulus in
critical trials, varies with the type of stimulus and with its location within
the visual field. When a solid black geometrical shape was flashed in the
periphery while the cross was flashed at fixation, 25% of subjects denied
seeing the black shape. Strikingly, when the cross was flashed in the per-
iphery and the black shape placed at fixation, 60 to 80% of subjects denied
seeing the shape! This is surprising given that the unexpected shape sti-
mulates the fovea. Finally, when the stimulus was the subject’s own name,
inattentional blindness dropped to 12.5% of subjects (Mack and Rock
1998, fig. 5.1, p. 117). While I will later argue that these experiments
cannot provide evidence for inattentional blindness, they do provide a
wealth of information about what sorts of stimuli capture attention and
thereby interrupt ongoing task performance (recall the idea of bottom-up
attention as a circuit breaker, Chapter 1, Section 7).

Change blindness is different in that it is defined in terms of a specific
target, an event. Standard change blindness paradigms involve flashing two
nearly identical pictures in succession with an intervening mask (a gray
screen), cycling from one to the other. As the second picture is different in
some way from the first, there is a change between the two. Subjects are
asked to report the change. What is striking is that despite knowing that
something is different, subjects often take quite a bit of time to spot
the change, even if the change is substantial involving large portions of the
scene (e.g, a whole building disappearing). Inattentional blindness is the
more general phenomenon, with change blindness as a species.

Note that there are, at least, two other phenomena that have led to talk
of inattentional blindness: hemispatial neglect and the attentional blink.
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Hemispatial neglect involves a patient’s unawareness of a certain side of
space, typically the left side, due to damage to right parietal cortex. Strikingly,
neglect patients might fail to dress the left side of their body, fail to eat
from the left side of their plate, or fail to report on the left side of objects.
Neglect is often described as an attention deficit, an inability to attend to
the left (or relevant) side of space (Losier and Klein 2001; Bartolomeo,
Schotten, and Doricchi 2007). The attentional blink can be demonstrated
in normal subjects and is characterized by the inability to notice a second
stimulus rapidly presented after an initial stimulus, as if after attending to
the first, attention then blinks and misses subsequent stimuli within a small
temporal window (Martens and Wyble 2010; Dux and Marois 2009). In
both cases, it is postulated that the inability to attend to a stimulus implies
that the subject is not conscious of the stimulus.” We do not have the space
to discuss these interesting phenomena, but the criticisms I shall later make
of inattentional blindness experiments can be applied to these cases as well.

This empirical work suggested to many cognitive scientists that the
absence of attention to an object is sufficient for the absence of consciousness
of that object. In the visual domain, inattention suffices for blindness, i.e.,
inattentional blindness. Perhaps this seems to you to be the right conclu-
sion, but there are two major questions that must be answered before one
can understand what the claim is: What is meant by “blindness,” and what
conception of attention is in play?

5.5 On blindness

What is meant by “blindness” in Hypothesisgx)? It can’t just mean the
mundane idea of a failure to notice, as when one yells, “Are you blind?”, at
a friend who fails to notice something visually obvious. The inattentional
blindness paradigms demonstrate blindness in that sense, but such blind-
ness is compatible with actually visually experiencing what one has failed
to notice. That is why we think our friend is subject to criticism for his
inattention. Such blindness is unfortunately all too common. Accordingly,
for the thesis of inattentional blindness to be interesting in respect of
phenomenal consciousness, “blindness” must be taken literally. But what
does this come to? Surprisingly, there is almost no discussion of this in a
literature that constantly speaks about blindness. Theorists generally speak
of the lack of consciousness of an X, but what does this really come to? This
is a glaring lacuna: theorists make provocative claims about the relation
between attention and consciousness, yet the charge of blindness is never
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adequately explained. I have already raised the mundane notion of blindness
as failure to notice, so if a stronger sense of “blindness” is intended, what
is it? As a way to isolate different answers, let’s keep track of the following
gatekeeping conditionals formulated as sufficient conditions for blindness:

e Object blindness: failure to visually attend to an object O at location L
suffices for blindness to O.

e Feature blindness: failure to visually attend to an object O at location L
suffices for blindness to O’s features.

e Location blindness: failure to visually attend to an object O at location L
suffices for blindness to L.

The congenitally blind are, of course, blind in all three senses. The question
then is this: When a theorist claims that subjects are inattentionally blind,
which of these conditionals do they intend when they speak of blindness?
Invocation of the congenitally blind suggests a natural interpretation of
“inattentional blindness,” namely that inattention leads to phenomenal blindness
or the absence of any visual experience: one is blind to features, objects,
and space.® Blindness then identifies the absence of sight. Phenomenal
blindness is not darkness, as when you close your eyes, for experiencing
darkness is a visual experience not available to the congenitally blind. One
tells by vision whether it is dark. To get a sense of what it is like to be
literally blind, fixate on some object before you, and then hold out your
thumb and slowly move it to the periphery of your field of view while you
maintain fixation. At some point, you will no longer see the thumb. At the
point at which the thumb disappears, it does not disappear into darkness.
Rather, it just disappears into an area that you cannot from the current
vantage point visually experience. Having a normal field of view is not like
looking through a tube, an area of visibility with a penumbra of darkness.
When your thumb disappears, you are literally blind to it: you have no
visual experience of it. At the limit, where the visual field disappears, you
do not have visual experiences at all. To imagine what total blindness is like, ima-
gine the boundaries of the visual field collapsing but without being
replaced by darkness. That would be literal blindness. On this reading, the
claim of blindness is stronger than the claim of failure to notice. If failure
of attention is sufficient for blindness, then a strong version of the gate-
keeper thesis takes attention to define the extent of the visual fild. Anything to which
one does not attend lies outside the visual field, and one has no visual
experience of it, whether of space, feature, or property. Thus, inattentional
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phenomenal blindness entails the truth of object, feature, and location
blindness.

Let us apply this notion of phenomenal blindness to inattentional blindness
of the gorilla. The idea would be that since subjects are not attending to
the gorilla, they are phenomenally blind to it. Let us assume that there is
some configuration where the visual field covers an area including all the
white and black clad players passing the balls, and within which the gorilla
appears. Given inattention, subjects are phenomenally blind to the object
that is the gorilla, its spatial location, and its visible properties. That part of
the world lies outside the visual field. How, then, should we characterize the
relevant blindness? When the gorilla walks into the scene of the players
passing the ball, what happens to the visual field? Initially, a subject observing
the players will have a visual field that encompasses the players passing the
relevant ball. When the gorilla walks into the scene, perhaps it acts like a
magnet, drawing the visual nothingness that characterizes what is outside
the visual field with it, as if the boundaries of the field are drawn in with
it, constricting the area of the world that is visible to the subject. Now as
the gorilla walks among the players into the center of the scene, does the
boundary get pulled in further, leaving a trail of blindness behind it? Or
does the visual nothingness pinch off like a bubble, so that, as the gorilla
walks across the visual field, we have a phenomenal hole corresponding to its
location, one that moves across the area where the players are passing the
balls. Inattention leaves a hole that is not visible in any sense, just as the
areas outside of a normal visual field are not visible in any sense. Indeed,
the location of the hole will shift as attention shifts with the ball. But is
experience of the world really like that? Is that what proponents of inat-
tentional blindness are committed to? The phenomenal hole version of
inattentional blindness is quite radical.

Let us consider a second interpretation of “blindness,” as when one
speaks of the color blind. Consider the Ishihara color vision test that
involves a set of color dots in a circle where some of the dots are differently
colored and form a numeral, with the other dots forming the background
(see Figure 7.6 for a black and white version of this). For certain colorblind
individuals, the numeral cannot be discriminated from its background,
and they are in that sense blind to the numeral. They cannot see the
numeral because they cannot distinguish the dots that constitute it from the
other dots that form the background. Of course, these subjects are neither
blind to the dots, which they can see quite well, nor are they blind to color,
for the dots can appear colored. The problem is that they do not appear
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differently colored. Think also of an animal that is camouflaged, e.g, a
chameleon that blends in with the bark of a tree. One might see the color
of the chameleon without individuating it, contrasting it against its background.
In such cases, objects are not perceptually individuated even though some
of their features are perceivable.

There is then a conception of blindness in the sense of an inability to
differentiate an object from the background. Call this individuation blindness.
Accordingly, in inattentional blindness paradigms, one might be blind to
the gorilla in the sense that one cannot distinguish it from its background
or because, in some sense, only its features are revealed, though the gorilla
itself is not (just like the camouflaged chameleon). Let the gorilla then be
at location L and surrounded by background B. Blindness to the gorilla is
just that the gorilla melds with its background or is not sufficiently
resolved. In this sense, one is blind to the gorilla, but notice that some
consciousness is preserved in individuation blindness: one remains aware
of the location of the gorilla and, perhaps, of some of the gorilla’s features,
e.g., the blackness of its coat. On this conception of blindness, attention
does not define the extent of the visual field. Inattentional blindness in this
second sense entails object blindness, but not location or feature blindness.
One could be conscious of location and feature even if one is not attending
to these, but elsewhere, e.g., to the ball. Similarly, in the Ishihara figure,
one might be blind to the numeral, even though one can see the location
and certain features of the dots that constitute the numeral. If proponents
of inattentional blindness mean individuation blindness, then the gate-
keeping conditional is restricted to objects: one is conscious of an object
only if one attends to it. Otherwise, inattentional individuation blindness
would collapse into inattentional phenomenal blindness.

Finally consider category blindness (I will discuss this later as inattentional
associative agnosia) where one is blind to the gorilla’s being a gorilla. That
is, one does not see it as a gorilla. Notice, however, that while visually
missing this higher-level categorization suggests a type of blindness to the
gorilla, it is compatible with other ways of seeing the gorilla. For example,
one might still see the gorilla as a moving black shape, one that task
instructions explicitly require one to ignore (follow just the white-shirted,
not black-shirted, players). On this version of blindness, there is a selective
visual deficit in categorization of an object that is compatible with con-
sciousness of the object in another, lower-level sense. On this version of
inattentional blindness, there is category blindness but not object, feature, or
location blindness.
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I have just canvassed three concrete meanings of “blindness” which can
have different implications for the limits in visual consciousness under
conditions of inattention. Many empirical theorists of this phenomenon
seem to have the strongest version in mind, inattentional phenomenal
blindness, but it might seem more plausible that there is either individua-
tion or category blindness. The central point is that the failure to be clear
about how to characterize blindness has left the basic claim of inattentional
blindness unclear.

5.6 What actually follows from inattention?

Does the experimental evidence demonstrate blindness given inattention?
The crucial step in all the relevant experiments begins with subjects’ failure
to report X or denial that they were conscious of X, and then draws on this
as evidence that subjects fail to consciously experience X. Since many of the
tasks are intended to engage and direct the subject’s attention away from X,
experimenters further conclude that the subject is not attending to X. Thus,
there is evidence both for lack of consciousness of X and lack attention to
X. This is followed by an inference to the best explanation: the subjects are
not conscious of X because they are not attending to X. This supports the
gatekeeping view: failure of attention to X suffices for failure of conscious-
ness to X. The inference, however, requires that inattentional blindness be
the best explanation among alternatives. But is it? I briefly identify three
alternatives to inattentional blindness: inattentional ammnesia, inattentional
agnosia, and inattentional apraxia.

5.6.1 Inattentional amnesia

The first alternative hypothesis is that the observed failure to report the
critical stimulus is not due to failure of consciousness, but to failure of
visual processing that puts the relevant item into memory. Since report of a
previously seen stimulus requires memory of that stimulus, failure of storing
the relevant object in memory will suffice for failure to report, even if the
stimulus was consciously experienced. In fact, this seems to be a natural
explanation of change blindness, a form of inattentional blindness. If one
thinks of change as a modification in the property of an object over time,
say, its transition from exemplifying F to exemplifying G, then it is natural
to think that to experience the change is to be aware of the difference
between F and G. For example, when one notices that an object is moving,
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one is aware of the difference in its spatial location over time; when one
notices its changing color, one is aware of the difference between the old
and new color. One in some sense compares and contrasts them. Indeed,
the use of “comparator” mechanisms that involve comparison between
previous and new information has been postulated to explain various phe-
nomena such as efficient motor control (Wolpert and Ghahramani 2000),
or why the world appears to be stable when one moves the eyes (Wurtz
2008). On this view, to see the change, one has to remember the old, so as
to contrast it with the new. One way a subject can fail to detect the change
is to not retain previous information. In that sense, the subject does not
store it in memory. The proposal, then, is that in conditions of inattention,
one will be more prone to memory lapses. Indeed, notice that in the
experiments discussed, the required reports of unattended stimuli are
generally retrospective: after the presentation of the critical stimulus, subjects
are asked if they noticed anything unusual. If subjects are to accurately
report the stimulus, they must remember that the stimulus was present.
Since report requires memory, failure of memory can preempt the absence
of conscious awareness as an explanation of the subject’s failing to report
the change. Inattentional amnesia can trump inattentional blindness.

Change blindness is actually both common and familiar. Consider a
mundane example. Imagine a case where you meet a man for the first time
where he is sporting a mustache. Looking straight at him, there is no
question that you are visually aware of his mustache even if you don’t make
much of it. Five days later, you might run into him again where he is clean-
shaven. In such circumstances, you might not be aware of the change and
in that sense be change blind. This is not surprising as we often have such
experiences even with old friends who might be sporting new glasses or a new
haircut. Memory of the past fails us in the sense that we do not have such
memories to be compared with the present so as to allow us to notice a change.

Jeremy Wolfe (1999), in responding to Mack and Rock’s paradigm,
proposed such inattentional amnesia to account for the subject’s failure to
report the stimuli. He comments:

If vision has no memory and if attention is the gateway to other mental
representations, it follows that unattended visual stimuli may be seen,
but will be instantly forgotten; hence, inattentional amnesia.

(75)

Other researchers in this area have also come to similar conclusions (Lamme
2004; Simons and Ambinder 2005). The argument for the gatekeeping



ATTENTION AND INATTENTIONAL BLINDNESS

view assumes that the best explanation of a subject’s failure to report X is
the subject’s failure to be consciousness of X. Yet inattentional amnesia
provides an alternative explanation of the subject’s failure to report, one
that is no worse than the appeal to failure of consciousness. This alter-
native, if cogent, halts the inference to the best explanation to inattentional
blindness.

There is, however, a problem with the appeal to inattentional amnesia as
a general response to inattentional blindness. A central assumption in that
response is a link between attention and memory, namely, that failure of
attention leads to failure of memory. Specifically, the relevant attention at
issue is selection for working memory, the sort of memory that is deployed
to guide behavior such as recalling a change. The problem is that many
theorists postulate that working memory is necessary for consciousness. On
their view, inattentional amnesia would be sufficient for inattentional
blindness. I will examine the merits of this tight link between memory and
consciousness in the next chapter, but in the current context, the appeal to
inattentional amnesia is highly controversial. It thus does not provide a
clear alternative to the appeal to inattentional blindness.

5.6.2 Inattentional agnosia

A second alternative to inattentional blindness is inattentional agnosia (see
Daniel Simons 2000, who attributes the idea to Jeremy Wolfe). Agnosia
concerns an inability to see objects or to see objects as belonging to specific
categories (see the detailed discussion in Farah 2004). Damage to certain
visual areas can lead to deficits such as the inability to see shape and,
hence, to see objects (what is often called apperceptive agnosia; Farah 2004,
chap. 2). Imagine something like a scrambled visual world (the most well
known of apperceptive agnosics is perhaps the patient DF; see Goodale and
Milner 2004). Alternatively, some damage to the visual system leads to the
inability to see objects as the type of objects they are (categorization)
despite largely preserved visual shape processing (associative agnosia; Farah
2004, chap. 6). Thus, while an apperceptive agnosic might not be able to
recognize a gorilla as a gorilla because she cannot resolve its basic features,
an associative agnosic might not recognize a gorilla as a gorilla, even
though she might be able to accurately draw it.

Given that the inability to resolve basic visual features in appercepetive
agnosia might suffice for a kind of blindness to the object, inattentional
apperceptive agnosia might suffice for inattentional object blindness. Thus,

161



162

ATTENTION AND INATTENTIONAL BLINDNESS

let us look at inattentional associative agnosia where visual processing can
lead to a full-blown object representation, but where the subject is unable
to categorize the object. That inattention might lead to such a deficit is not
an outlandish idea. Recall the discussion of early and late selection and of
load theory in Chapter 1. The idea is that the attentional filter can impose
itself at different points in perceptual processing in a way that is sensitive
to perceptual load, i.e., the demands made on perceptual processing. One
plausible idea will be that in attentionally demanding tasks, conditions are
high-load, and one view holds that this pushes attentional selection to
earlier parts of processing. To speculate, unattended objects will not be
processed to the level of perceptual categorization. Inattentional associative
agnosia might be the result.

In the gorilla experiment, while one sees the gorilla, one fails to see it as
a gorilla. The task of following a basketball in a cluttered scene of moving
white and black objects might be a high-perceptual-load task drawing pro-
cessing resources away from unattended stimuli (see Cartwright-Finch and
Lavie 2007 for correlation between load and inattentional blindness). There
might be sufficient resources to process unattended stimuli, but only to a
certain level, say, form and color, but not category. If so, then while one
might see what is in fact a gorilla, one would not be able to see it as a
gorilla. One would not then report seeing something odd, a gorilla among
people. Rather, one would simply see the gorilla as one black shape among
several other black shapes. One is then conscious of the gorilla as a black
object, but not as a gorilla. If so, inattentional associative agnosia is consistent
with visual awareness of the gorilla, but also explains the failure to report
seeing a gorilla.

One question is whether this approach can explain the Mack and Rock
paradigms where more simple stimuli were often used. In any event, let us
note that it is a second potential explanation of the subject’s failure to
report. It is important to see, however, that inattentional agnosia is consistent
with the common-sense model and allows for consciousness outside of
attention. The idea is that inattention makes you blind to a gorilla’s being a
gorilla but allows for awareness of other features of the gorilla.

5.6.3 Inattentional apraxia

The logic of inattentional blindness experiments, such as in the case of
the gorilla, requires that one abolish attention to a critical stimulus so that
the putative gate to consciousness is completely closed. That is, in order to
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support the claim that attention gates for consciousness, the experimenter
must show that when the gate is closed, consciousness is thereby limited. A
successful inattentional blindness experiment requires that the attentional
gate is completely closed. At this point, it is crucial to specify what atten-
tion is supposed to be. Consider attention as selection for action. The
selection for action theorist will note that, to report X, one needs to select
X for report. Accordingly, any paradigm that is successful in completely
siphoning attention away from X will abolish the subject’s ability to report
X. But then satisfying a necessary condition for a successful gatekeeping
experiment, viz., that the subject not attend to a critical stimulus X, is
sufficient to generate the central result: the absence of report of the unat-
tended stimulus X. Notice, however, that this failure to report is indepen-
dent of whether or not the subject is phenomenally conscious of X. If the
subject were conscious of X, the subject will still fail to report X if attention
to X, and hence selection for action of X, is prevented. I have derived this
consequence by construing attention as selection for action, but one can
derive the same result by using a version of the empirical sufficient condi-
tion (Chapter 1): if S selects X for report, then S attends to X. It follows that
where § is not attending to X due to having attention fully deployed else-
where, S is not selecting X for report. The same consequences then follow,
namely that abrogating attention guarantees failure of report (see also Stazicker
2011, Section 2).

Let us consider the two moments when one might expect subjects to
report on a salient stimulus, namely: (a) during the experiment, when the
stimulus appears (“Hey, what’s that gorilla doing there?”); or (b) retro-
spectively, when queried after stimulus presentation (“Oh, there was
something funny ... I think it was a gorilla!”). In the first case, if attention
is fully siphoned away from the gorilla, then one expects that the subject
will not report the presence of the stimulus. There will be no selection of
the gorilla for report. In the second case, one should think about what
selection for retrospective report involves. If I ask you to remember the first
five cards I reveal in rapidly flipping through a standard deck of cards and
then to later report them, you will select those five cards for memory, and
then report on them by drawing on memory. Retrospective report is a
memory-guided task, and so selection for such reports requires selection
for memory as a crucial component of selecting for action. So, in selecting
an object for later report, selection for memory-guided action requires that
when the stimulus is presented, it is selected for memory. If not, then the
stimulus will be lost to later action (consider change blindness here). But if
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at the time of stimulus presentation, the capacity for attention is fully
deployed elsewhere, then the stimulus cannot be selected for memory so as
to serve later action. That is, inattentional amnesia obtains. This suggests
that, again, where attention is completely diverted away from the critical
stimulus, the possibility of report is abolished.

There is a serious, but unnoted, challenge here to those who want to
draw the conclusion of inattentional blindness from the experiments that
depend on failure to report. The primary evidence for blindness is failure
of report, and yet, when fulfilled, the experimental conditions in all
experiments supporting inattentional blindness guarantee that the subject
will not report the presence of the stimulus, even if the subject is conscious
of the stimulus. Rather than demonstrating inattentional blindness, the
experiments, when successful, demonstrate inattentional apraxia, an inability
to respond to the relevant stimulus precisely because attention is tied up with
another task. If this is right, we have as yet no evidence that attention is a
gatekeeper for consciousness. Worse yet, we might not be able to gather such
evidence, at least with the experimental paradigms considered thus far.”

5.7 Consciousness without attention?

Let us turn the tables now and question opponents of gatekeeping, for they claim
that there is consciousness outside of attention. Can they demonstrate this?

5.7.1 On gist

Arien Mack has noted that “the claim that gist perception is possible
without attention is not trivial. It is the main evidence given for attention-
free awareness” (Mack and Clarke 2012, 303). Perception of gist is taken
to be the best counterexample to the gatekeeping view, but what is gist?
Aude Oliva (2005) has characterized it as a

spatial representation of the outside world that is rich enough to grasp
the meaning of the scene, recognizing a few objects and other salient
information in the image, which includes all levels of processing, from
low level features (e.g. colour, spatial frequencies) to intermediate image
properties (e.g. surface, volume) and high level information (e.g. objects,
activation of semantic knowledge).

In her terminology, conceptual gist involves semantic information, while per-
ceptual gist involves visual representation. She points out that, in less than
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100 milliseconds (ms), observers can recognize the basic category of a
scene, as well as aspects of its spatial layout and its global structure. Thus, if
you present a picture to me, where it is flashed for only 100ms, I might be
able to grasp that it is a street scene or that there are vehicles in the picture,
even if I can’t report more specific details. Colloquially, I get the gist.

In the current context, the claim is that one can be conscious of gist in
the absence of attention to it. But why think this? The work of Mack and
Rock (1998, 165-68) is often cited as providing initial evidence that gist
is immune to inattentional blindness. In a critical trial of their inattentional
blindness paradigm, Mack and Rock superimposed the cross used in their
discrimination task over a photo of a breakfast scene or of a scene of two
individuals petting a dog with a 200 ms presentation of the image. Per-
formance in the cross-discrimination task was as in their previous studies,
but Mack and Rock noted that no subject experienced inattentional blind-
ness in respect of the “essence or gist of the picture” (167). Most subjects
could report the gist, as well as certain details.

Is gist immune to inattentional blindness? Some claim that the Mack and
Rock result provides evidence that gist is immune (Cohen, Alvarez, and
Nakayama 2011, 1166). In commenting on their result, however, Mack
and Rock noted that “it is the size of the scene that attracts attention and that
once this occurs, attention may be distributed over the entire array, or
perhaps those parts of the array that carry most meaning are given priority
in processing and thus are more likely to be consciously perceived” (169;
my emphasis). Thus, they do not claim that a subject perceives gist without
any attention, for bottom-up attention can be captured by gist. Accordingly,
Mack and Rock’s result is consistent with the claim that attention serves as
a gatekeeper, for, in this case, bottom-up attention guarantees that the gist
is consciously experienced. Indeed, in their concluding chapter of the
book, they remark: “If attention is necessary for perception, then an object
presented under conditions of inattention necessarily must capture attention
to be perceived” (228), here presumably emphasizing bottom-up attention.
Mack has recently noted with some bemusement that the received view
seems to be that her earlier work with Rock argues that gist is immune to
inattentional blindness, despite their clear claim otherwise (Mack and Clark
2012). That there is such an interpretive disconnect highlights the challenge
of keeping track of different gatekeeping conditionals, in particular, here,
the difference between top-down versus bottom-up attention conditionals.

Indeed, this remains a constant challenge, for much recent work has
focused on whether gist is genuinely immune to top-down inattentional
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blindness (Li et al. 2002; Mack and Clarke 2012; Cohen, Alvarez, and
Nakayama 2011). But given Mack and Rock’s emphasis on gist-triggering
bottom-up attention, they can allow that top-down inattention does not lead
to gist blindness. Establishing that gist is immune to top-down inattentional
blindness does not provide evidence against the general gatekeeping view,
even if it provides evidence against a restricted version of it, namely, that
consciousness of gist implies top-down attention to gist. Recent work then
seems to be at cross purposes with the original interpretation Mack and
Rock provided of gist. Indeed, should immunity from top-down inatten-
tional blindness surprise us? If the fire alarm were to go off suddenly while
subjects were fully engaging top-down attention in a psychological experi-
ment (which would be true if the experiment was successful), would one
expect them to notice it? Isn’t the point of bottom-up attention as a circuit
breaker that it can make us aware of a stimulus even if attention is fully
engaged with current goals (see Chapter 1, Section 7)? Certainly, showing
this is an empirical matter, not to be decided by such intuitions, but having
a bottom-up-driven circuit breaker does seem plausible.

Despite the issue of being at cross purposes, let us consider attempts to
empirically demonstrate or refute top-down inattentional blindness to gist.
The general logic of such experiments is to identify a task that plausibly
consumes all top-down attention, and then show that the subject is still
aware of gist as revealed by report. A constant challenge is how to
demonstrate that top-down attention is fully engaged and not available for
the detection of gist (for questions about whether this is possible, see
Cohen et al. 2012). Work from Christof Koch’s group (Li et al. 2002) has
been the topic of some recent discussion. In their experiments, top-down
attention is pulled away by a demanding task, namely, the subject must
report whether briefly presented letters in a group at fixation are the same,
or whether some letters are different. At the same time, subjects were
presented with briefly flashed stimuli of scenes in the periphery that did or
did not contain animals. Subjects were further tasked with making judg-
ments about whether an animal was present or not (this was the gist task).
In fact, both tasks were highly practiced, with over 12,000 practice runs. In
a “dual task” experiment where subjects had to perform both the letter and
animal judgment, Li et al. demonstrate that both tasks can be performed
without decrement relative to their being performed individually. They
conclude that there is awareness of the gist without top-down attention to
it, the assumption being that top-down attention is fully engaged in the
letter task.
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Against this claim, Cohen et al. (2011) and Mack and Clarke (2012)
argue that, in their experiments, subjects do exhibit inattentional blindness
for gist during attentionally demanding tasks (Cohen et al. use the same
detection task as used in Li et al.). To this, one can raise an earlier worry,
namely, that if these experiments succeed in tying up attention away from
the gist, then one should expect subjects not to report on gist. The result
does not support inattentional blindness over inattentional apraxia. Fur-
thermore, Cohen et al. and Mack and Clark question whether the Li et al.
task fully engages top-down attention (but see Li et al. op. cit. for controls
that argue that their task does, pp. 95-99). Koch often reports his results as
demonstrating awareness in the “near absence” of top-down attention.
Of course, there can be versions of the gatekeeping view that claim that
consciousness requires more than the near absence of attention (you are
conscious of X only if you are attending more than a little to X). Still, in
respect of the general gatekeeping view, which is probably what most
gatekeeping theorists intend, if there remains even some residual attention,
then one will not have a counterexample to gatekeeping.® In fact, one
might argue that it is not just that there is some residual attention in the Li
et al. experiments, but that there is quite a bit of it. After all, one of
the tasks is precisely to report on gist, namely, the peripheral display. The
question then is this: How can that task by its very nature fail to engage
top-down attention? It is a task that subjects intend to do. Of course, given
practice, many features of task performance will be automatized, but, fun-
damentally, subjects take on the goal of making reports on gist as part of
agreeing to do the task (see the definitions in Chapter 1, Section 7). Given
the empirical sufficient condition, selection of the gist for report is attention
to the gist, and indeed top-down attention to it. This work illustrates why
careful formulation of gatekeeper claims is necessary for appropriate engage-
ment (see Section 5.2). What we have seen is some talk at cross-purposes, but
also claims that do not fully engage with the general gatekeeping hypoth-
esis. Accordingly, the conceptual distinctions made in discussing the gate-
keeping conditionals really must come to the fore in further discussions of
gatekeeping.

5.7.2 On crowding and the grain of attention

We are left with the challenge of showing consciousness outside of attention.
Let us close with an ingenious proposal by Ned Block (2012) that provides
a different way of attacking the gatekeeping thesis. I shall argue that, as it
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stands, Block’s proposal does not clearly succeed, but that there are many
open empirical questions such that, resolved in a certain way, he might be
correct.

Block focuses on the phenomenon of crowding. Consider Figure 5.2:

+ [T

Figure 5.2 A demonstration of crowding redrawn from Intriligator and Cavanagh (2001).
They note (figure 1, p. 172): “A simple demonstration which shows the differ-
ence between visual acuity and attention. While fixating the cross, the lines to the
right are easily seen—they are thin, vertical, parallel, evenly spaced, black, and all
about the same height. However, while still fixating the cross, it is difficult or
impossible to attend to an individual line in the middle of the group, say, the
fourth line from fixation.”

Focus your eye on the cross and notice that it is hard to see and attend to
each line with sufficient resolution to separate them. The flanking objects
crowd the middle object. This makes it seemingly impossible to count each
line individually. Furthermore, counting seems to depend on attention to
each line, but one is unable to count each line even when trying to attend
to the line. This suggests that there are limits to attention’s resolving power.
Attention is insufficiently fine-grained to allow it to individuate the lines.
You can see this by noting the difficulty of following instructions such as:
“start from the left, now go five lines to the right, two to the left, four to
the right ... ” (Intriligator and Cavanagh 2001). Using experimental tasks
such as these, Patrick Cavanagh and coworkers argued that the resolution of
attention is not as fine as the resolution (acuity) of vision. If so, one might
think that one can see each individual line even if one can’t attend to a
specific one. This would present a counterexample to the gatekeeper view:
it is possible to visually experience a line without attending to it.”

For argument’s sake, I allow that the subject cannot attend to a crowded
line in the center of the lines. Interestingly, the basic inference seems to be
that individuating an object in a counting task or in some other task is a
necessary condition on attending to the object. There might, however, be a
simpler reason why attention cannot lock onto an object, namely, that the
visual system fails to generate an adequate representation of the objects so
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+

Figure 5.3 Fixate on the + and cast attention covertly to the middle figure. Can you see the
middle A? Block refers to this as identity crowding, noting that we can just make out
the A.

that one can move from one to the other. This is the point I shall now
pursue: Is Block right that one can see the object despite not attending to it?

Block focuses on a case that he calls identity crowding, as exemplified in
Figure 5.3 where the central A is crowded by the flanking As (it is worth
emphasizing that this is Block’s terminology, not one that is deployed by
empirical theorists of crowding).

Block suggests that we can discern the crowded A, identify it with some
confidence as an A. He elaborates:

Since identity-crowding allows detection (i.e., distinguishing between
presence and absence), differentiation from the background, discrimination
from other items and visual identification of the items—all consciously—
it is difficult to see a rationale for denying that one can consciously see
them.

(175)

But in order to see an object, one’s visual system must construct representations
of an object. If crowding disrupts the formation of object representations,
then there will be no visual experiencing of an object. Indeed, the bulk of
current psychological explanations of crowding hypothesize that crowding
is the result of deficiencies in feature integration, a necessary step that is prior
to the formation of coherent object representations when features get
bound. These explanations are often informed by a simple two-step model
of object awareness that involves: (a) feature integration; and then (b)
object recognition (Pelli and Tillman 2008; Whitney and Levi 2011). Pelli
and Tillman (2008) suggest that “‘crowding’ occurs when objects are too
close together and features from several objects are combined into a jumbled
percept” (1129), and they conclude that “there is a growing consensus
that crowding is the combining of features over an inappropriately large
area” (1134). Finally, Petrov and Popple (2007) canvas a variety of possible
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mechanisms for crowding, the bulk of which concern integration or pooling
of features. This suggests a different explanation of Block’s identity crowd-
ing, namely, that attention selects not an object, but a region and the fea-
tures within that region. Where there is recognition of a sort of uniformity
in features (as in a texture), then, given that one can often see the flankers,
one can infer that the central object is the same kind, namely, an A (Taylor
2013).1°

Block maintains that there is, in the special case of identity crowding,
visual experience of an object despite the failure of attention to it. His main
evidence for this is an interesting experiment performed by Jeremy Freeman
and Denis Pelli (2007). Freeman and Pelli used a spatial cue in crowded
and uncrowded letter displays to aid change detection. Subjects were pre-
sented with a letter array, either a circle of well-spaced letters surrounding
a fixation point where each letter can be clearly identified (uncrowded
condition), or a sequence of closely packed letters in the upper visual field
above fixation (crowded condition). For each condition, after presentation
of the first letter array, a “post cue” appears on a blank screen at the spatial
location of one of the letters. This is followed by the presentation of a
second letter array that is either identical to the first array or has a change
at the cued location. The task is change detection: Did one of the letters
change? What Freeman and Pelli discovered was that, with the cue, subjects
could detect a change in crowded and uncrowded displays to the same
performance level. In other words, crowding did not have a detrimental
effect on change detection when there was a spatial cue (it did have a
detrimental effect on change detection without the cue). Block gives two
reasons why this result supports his claim of visual object awareness of
crowded letters:

First, features must be bound to a location in order to be locationally
cued as in this experiment. Second, since many of the pairs of letters
overlap a lot in features, the fact that performance does not depend
on whether the letters are crowded or not suggests that the features are
structured.

(180)

Let us raise some questions for Block. First, Block identified identity
crowding as the best case of object perception during crowding, but the
Freeman and Pelli experiment did not use identity crowding. Given the
randomized choice of eight target letters from 19 possible letters (Freeman
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and Pelli 2007, 3), most of the crowded displays used in each trial likely
did not exemplify identification crowding. Does Block claim object per-
ception in non-identity crowding cases? This would be against the grain of
most models of crowding. Given that, in other contexts, such crowding has
led theorists to postulate disrupted object awareness, one might expect the
same disruption in the Freeman and Pelli experiments. If so, then one
needs to take seriously that it is awareness of features, not objects, that
explains task performance.'

Second, Block’s first point about features bound to a location seems
compatible with a feature-based explanation of change detection. That is,
so long as a feature is bound to a location, a location cue allows feature
attention to select the relevant feature at that location and to compare it
with a relevant feature at the same location in the second display, in the
absence of the visual system generating a visual representation of an object.
So, while object awareness aids performance in the uncrowded condition,
it is feature awareness that aids performance in the crowded condition.

Finally, it might be the case that crowding does in fact disrupt basic
neural mechanisms needed for the visual representation of objects. There is
currently no published work that shows this, but I raise it as an open
question. If the normal activity of neurons that serve object representations
is disrupted under conditions of crowding, and the normal activity of those
neurons is necessary for the awareness of objects (cf. visual agnosia discussed
earlier), then crowding might induce a form of visual agnosia. So, for all
that one can say from the psychological data, the neural data might in the
future speak against Block’s interpretation of identity crowding. I suspect
that Block will agree that there are open empirical questions. Block’s appeal
to crowding is to find a different way to leverage the empirical issues to
assess the status of the gatekeeping view. These are the type of approaches that
we will need if we are to decide whether the gatekeeping view is correct.

5.8 Summary

There have been a number of striking experiments that suggest an intimate
relation between consciousness and attention, and this has led some to
claim that attention is a gatekeeper for consciousness. We have been
debating these issues in philosophy and science for some time now, and
there seems to be a sense that the issues have been settled to a large extent,
or that the topic is stale. Far from it! If the discussion of this chapter is
correct, all the central questions are yet to be answered, including:
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e What is meant by “blindness” in inattentional blindness?
What notion of attention is in play?

e Which of the many gatekeeping theses are proponents of inattentional
blindness defending?

e How can we garner experimental evidence in favor of or against the
gatekeeping hypothesis?

In vision, we capture the gatekeeping model by emphasizing its implication
of inattentional blindness: when attention is drawn away from X, we do
not visually experience X. The strongest version of the gatekeeping view
entails that attention defines the boundaries of the visual field, dividing that
which we can see from that to which we are blind. This form of inatten-
tional blindness emphasizes literal blindness, but the evidence that we have
discussed in this chapter is insufficient to establish it. There are weaker
versions of inattentional blindness such as inattentional agnosia where
attention does not define the boundaries of the visual field but does deter-
mine in a different way what is visible. Inattentional agnosia, however, is
consistent with the common-sense model, for some aspects of conscious-
ness are not determined by attention. The challenge, then, is to find a dif-
ferent experimental approach that allows us to address gatekeeping and to
adequately cash out the basic gatekeeping claims. This issue is far from stale
and there is much work to be done.

Suggested reading

Mack and Rock (1998) provide an extensive overview of their work on
inattentional blindness. Mole (2008a) provided some early criticisms,
while Kentridge et al. (2008) provide a reply. Among cognitive scientists,
Koch and Tsuchiya (2007) argue that consciousness and attention are
separate processes, though see Mole (2008b) for a reply. Simons and
Ambinder (2005) specifically discuss change blindness. Dretske (2007)
provides a philosophical counterpoint. Noé (2002) collects essays exploring
the empirical and philosophical significance of inattentional blindness.

Notes

1 For a summary of empirical arguments against gatekeeping, see (Koch
and Tsuchiya 2007; Tsuchiya, Block, and Koch 2012). For arguments in
favor of gatekeeping, see (Prinz 2012).
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2 How about studies with normal subjects? An experiment by Jiang et al.
(2006) involves the clever use of interocular suppression: when two dis-
tinct images are each simultaneously presented to separate eyes, visual
awareness oscillates between the two. That is, rather than seeing both
images superimposed on each other, we first see one, then see the other,
say, a house, then a face. If one of these stimuli is rendered more “pow-
erful,” e.g., by increasing its luminance or by enhancing its contrast, it can
essentially suppress awareness of the other stimulus. Let us say that the
suppressed stimulus is invisible. Subjects do not report it, so we conclude
that they are not visually aware of its presence in the sense that they lack
phenomenal experience of it.

Jiang et al. used strongly arousing images of nude men and women as
the invisible image. To one eye, the experimenters presented the arousing
image and a scrambled version of it, each on opposite sides of a fixation
point. To the other eye, a pair of “noise” images was presented in a
similar fashion. In the experimental conditions, when confronted with
both pairs of images, subjects were visually aware of only the noise
images (when they were aware of some difference, those trials were dis-
carded). This presentation was then used for a modified version of the
Posner spatial cueing paradigm where the invisible erotic image was used
as a direct spatial cue, presented to only one eye. After presentation of the
cue for 8ooms and a 10oms stimulus onset asynchrony (the gap between cue
and target), a Gabor Patch was presented either in the cued location or in
an uncued location for 10oms. The Gabor patch was rotated either clockwise
or counterclockwise, and subjects were required to report their orientation.

Strikingly, the invisible cue, the nude image, induced a benefit for spatial
attention as measured by response accuracy: reports were more accurate
in the cued versus uncued condition when the cue was valid. This is a
standard spatial attention effect in the Posner paradigm. More striking
was the observation that the effects segregated along gender and sexuality.
Female nudes captured the attention of heterosexual males, while male
nudes (interestingly) repulsed their attention, as based on reaction times.
In contrast, male nudes captured the attention of female subjects, though
female nudes did not repulse attention. Further results showed that male
and female populations could be subdivided along sexual orientation. For
example, gay male subjects showed similar tendencies in respect of the
images as their heterosexual female counterparts.

Experimentally, the cuing paradigm secures attention to X and the mask
obliterates consciousness to X, where X = nude image. So, it looks like we
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have a counterexample to conditional (1): that when one is attending to X,
one is conscious of X. We might resist the claim, however, for the Posner
paradigm is used as a test for spatial and not object attention. If that is the
case, what the Posner paradigm secures is attention to Y, where Y = target
location, and the mask obliterates consciousness of X, where X = nude
image. In other words, the experiment provides a counterexample to the
following conditional:

If you are attending to location L, then you are conscious of object O at L (if there is one).

While the result is interesting, it does not seem to be the one we were
after. This is why it is important to be clear about which gatekeeping con-
ditional we are assessing. Still, we can argue that the test does provide a
counterexample to (1) (i.e., that attention to X entails consciousness of X).
After all, it is a nude body that is arousing to subjects and not a spatial
location. Similarly, for heterosexual males, images of nude males repelled
attention. If this result is genuine, then presumably it has nothing to do
with the spatial location that the subjects found automatically repelling, as
reflected in reaction-time cost. Rather, it is the object, the nude. One
might then argue that in the non-repelling case of an image of a nude, the
object is what attracts attention. Indeed, recall that there is a scrambled
version of the image in the other half of the visual field, but the benefit
was seen where the probe occurred at the location of the nude, and not of
its scrambled counterpart. This suggests that we should substitute the
same values for X in (1), either object (a nude) or feature (being nude).

3 The following text is reproduced from a forthcoming review of mine (Wu,
forthcoming) on Prinz (2012). It is reproduced here by permission of
Oxford University Press on behalf of the Mind Association.

4 For a recent discussion, see also Taylor (2013).

5 For an influential model of the attentional blink, see (Chun and Potter
1995). The nature of the task has a strong influence on the attentional
blink (AB). When subjects are told of the likely stimulus onset asynchrony
(gap) between the two targets, the AB is reduced, suggesting that the
nature of the task and the subject’s orientation to it has a lot to do with
the AB effect. How we deploy attention, namely, to select stimuli for
action, is a critical feature in determining AB (a point also made by Awh
et al. 2006).

6 Those who lose sight later in life might have phenomenal vision in the
sense that their initial experiences of sightlessness are like experiences of
darkness. But that is a form of visual experience, albeit an impoverished one.
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7 As | noted earlier, the points raised here also apply to other cases, such as

the attentional blink and hemispatial neglect. For in both, if attention is
not available to be deployed to the relevant objects, then we do not expect
the subject to report them.

8 Again, it is worth raising questions about the conception of attention that

—_

allows for talk of residual attention. Further, note that in the Li et al.
experiment, the question of gatekeeping was probed in a dual-task para-
digm, namely, that subjects performed a letter-judgment task and an
animal-detection task. On the selection for action view, we have two forms
of top-down, goal-directed attention, given task instructions. It is hard to
understand why this case counts as a form of top-down attention in the
central letter-judgment task, but not in the peripheral animal-detection
task. The very nature of the task instructions ensures that the selection of
stimuli for report is goal-directed and top-down in both cases (given
training, we expect some level of automaticity, but, as | argued in Chapter
1, this is consistent with it being top-down). This argues against using the
experimental results in support of consciousness in the absence of top-down
attention.

One response given by Michael Tye (2009) denies that the antecedent
holds, namely that one is visually conscious of object O, say, the middle
line. The reason is that Tye also holds that to be visually conscious of O,
then one must be able to attend to O. Given that the debate concerns
whether attention or a capacity for attention is a necessary condition on
perception, Tye's assumption cannot be drawn on in this context.

This basic point was raised by Mazviita Chirimuuta during Ned Block’s
visit to Chris Hill's consciousness seminar at the University of Pittsburgh,
2013, where Block discussed his article. In his article, Block rejects this
response and further discusses it in his (Block 2013). For a different dis-
cussion of Block’s argument, with emphasis on unconscious vision, see
(Richards 2013).

No doubt the Freeman and Pelli experiment will show the same result if
identity crowding conditions are used. One response is that the feature-
based explanation in the original experiment might apply in the identity-
crowding version.
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ATTENTION AS THE GATEKEEPER
FOR CONSCIOUSNESS:
COGNITIVE ACCESS

6.1 Introduction

In Chapter 5, I contrasted the commonsense model with the gatekeeping
model of the relation between attention and consciousness:

The Common Sense Model

Perceptual . Attention
. — - >
Processing Perceptual Consciousness Report

The Gatekeeper Model

Perceptual Attention

- Perceptual Consciousness ———— Report
Processing

Figure 6.1 The Gatekeeper and Common Sense Models.

This chapter continues with a different elaboration of the two models that
focuses on a connection between attention and cognitive access. Cognitive
access to X — access to X by (some form of') cognition — implies attention.
The canonical case of cognitive access to be discussed at length is access to
X by working memory systems, where this access is mediated by attention.
On some views to be discussed, attention is for working memory, and in
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that way attention is for consciousness. This leads to the following
elaboration of the previous models:

AccessforReport

Cognitive

Access
Attention
Perceptual Perceptual Working Report
Processing Consciousness Memory
AccessforConsciousness
Cognitive
Access
Attention
Perceptual Working Perceptual Report
s S - p N

Processing Memory Consciousness p

Figure 6.2 Cognitive Access and the Gatekeeper and Common Sense Models.

The crucial new element is the insertion of working memory as tied to
cognitive access, and while there are complications, given how “access” is
used, the simplest elaboration is to identify attention as for working
memory and access as encoding in working memory. This results in a
switch in emphasis in respect of the gatekeeping thesis. In the last chapter,
the focus was on what attention is directed at in perception as determining
the character of consciousness. In this chapter, the focus is on what attention
delivers to working memory as determining the character of consciousness.
Put another way, the shift is from focusing on attention in perception to
attention for memory.

As the issues regarding memory and consciousness have been discussed
in terms of access, Section 6.2 introduces Ned Block’s notion of access
consciousness, discusses different applications of the notions of access and
accessibility, and ties access to a notion of attention for cognition. Section
6.3 examines two empirical theories of consciousness that take attention
for working memory as a necessary condition for phenomenal conscious-
ness. Then, Section 6.4 presents a famous experiment by George Sperling
that has provided support for those who argue that attention does not limit
phenomenology. Section 6.5 introduces Block’s thesis that phenomenology
overflows access, while section 6.6 discusses different responses to Block’s
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thesis and considers the experimental evidence relevant to assessing that
thesis. Finally, Section 6.7 briefly discusses a neurobiological argument for
overflow due to Victor Lamme.

6.2 Phenomenology and access

Ned Block (1995) introduced a distinction between phenomenal consciousness
(P-consciousness) and access consciousness (A-consciousness). As discussed
in previous chapters, phenomenal consciousness is what it is like for the
subject. Block characterized A-consciousness as follows:

A state is A-conscious if it is poised for direct control of thought and
action. To add more detail, a representation is A-conscious if it is poised
for free use in reasoning and for direct “rational” control of action and speech.
(The “rational” is meant to rule out the kind of control that obtains in
blindsight.)

(In the version printed in Block 2007b, 168)"

A-conscious representations are poised for access in the sense of being
accessible for use by action systems (with “action” broadly construed). When
such representations are in fact used, then they are accessed. So, the central
notions are access and accessibility. These notions, however, must be
deployed with care. One of Block’s early examples of P-consciousness
without A-consciousness is the following:

Suppose that you are engaged in intense conversation when suddenly at
noon you realize that right outside your window, there is — and has been
for some time — a pneumatic drill digging up the street. You were aware
of the noise all along, one might say, but only at noon are you con-
sciously aware of it. That is, you were P-conscious of the noise all along,
but at noon you are both P-conscious and A-conscious of it.

(Block 2007b, p. 174)

How does the access/accessibility distinction apply in this context? Certainly,
before one notices the drilling, one doesn’t have access to it in the sense
that it does not guide or prompt a report of the sound. Were one to make a
report, then one accesses that information to guide behavior. Block also
points out that you might realize that the drilling has been going on for
some time. This realization calls upon information from memory, but until



ATTENTION AND COGNITIVE ACCESS

the memory is recalled, it is only accessible to and not yet accessed by
report.” Yet there is a further dimension, for imagine that as the buzzing
occurs during your blissful unawareness of it, your perceptual system registers
the sound. There might be a further step between registering the sound in
perception to being accessible to encoding in memory, so it is possible to
have perceptual information about the drill without this being accessible to
memory. This leads to two further distinctions: (a) perceptual representa-
tions of the drill that are accessible to working memory, but short of being
actually accessed by (encoded in) working memory; and (b) perceptual
representations that are not even accessible to memory. The challenge is
that the notions of access and accessibility can be used to describe different
points in processing. This means that talk of cognitive access or accessibility
might refer to different things, and that in discussing the elaboration of the
two models, one must be explicit about which meaning is intended lest
confusion ensue.’

To regiment the use of the notions of access and accessibility, consider
the following flow of information:

Percepton — > Working Memory (BRe:;;/;%r

Figure 6.3 The Flow of Information via Working Memory.

Given discussion in the literature on cognitive access, four stages are
salient:

1. Perceptually encoded, currently inaccessible, but potentially accessible to
memory

2. Perceptually encoded, accessible to, but not yet accessed by, memory

Encoded in memory, accessible to, but not yet accessed by, behavior

. Accessed from memory to guide behavior such as report.

oW

To keep things orderly, I will use the access/accessibility distinction to
describe the flow of information from perception to action where one
always speaks of X’s accessibility-to-Y or X’s being accessed-by-Y (i.e., Y’s accessing X).
In these locutions, Y identifies a system to which information from X is
sent (e.g., working memory, reporting systems). So, in (1), perception is
only potentially accessible to working memory; in (2), perception is actu-
ally accessible to working memory; in (3), perception is in fact accessed by
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working memory, but only accessible to behavior systems; in (4), working
memory is then accessed by behavior systems. The required regimentation
is to always be clear on what the arguments for X and Y are. The focus in
what follows is largely on (2) and (3) with ultimate emphasis on (3).*

Is A-consciousness necessary for P-consciousness? Note that there are two
interpretations of “A”, namely, “access” or “accessibility”. To disambiguate, I
will drop talk of A-consciousness and focus on the difference between
access and accessibility. This leads to the following claims:

(A1) Subject S is P-conscious of X only if X is accessed by S.

(A2) Subject S is P-conscious of X only if X is accessible to S.

For these claims, that X is accessed or accessible to S implies that X is
accessed by, or accessible to, respectively, $’s working memory. If access or
accessibility is tied to attention, then we have a version of the gatekeeper
view. It is prima facie plausible that access is tied to attention, for we access
an item X for some T by selecting it for T (e.g. let “T” stand for task, action,
or phenomenal consciousness). For the relevant T, say a task, selection of X
for T suffices for attention to X for T. Since accessibility is defined as
potential access, both notions are then tied to attention. (Al) and (A2) can
then be used to derive the following gatekeeping (GK) theses:

(GKa,) Subject S is P-conscious of X only if S attends to X for working
memory.

(CGKa,) Subject S is P-conscious of X only if S could attend to X for
working memory.5

If one were inclined to think that actual report of a stimulus (verbal or some
relevant behavior) is a necessary condition for P-consciousness, then one
would endorse (A1) and hold that P-consciousness arises only when pro-
cessing reaches stage (4). It is not clear that anyone holds this view except,
perhaps, a hard-headed behaviorist. Instead, most hold that reports or
relevant behavior provide evidence for phenomenal consciousness, but that
actual reports are not necessary for consciousness. Those who endorse (A1)
will require access in terms of stage (3) as necessary for phenomenal
consciousness (see Global Workspace Theory in Section 6.3.1). Encoding
in working memory determines the content of consciousness. Those who
endorse (A2) will only require accessibility in terms of (2) as necessary for
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phenomenal consciousness (see Attended Intermediate Representations
Theory in Section 6.3.2). Finally, those who deny that P-consciousness
implies access or accessibility will claim that one can have perceptual con-
sciousness without reaching any of stages (2)-(4). To return to (1), there
can be perception that is not (currently) accessible to working memory,
and yet is conscious. It is not clear that anyone holds this view.® I will focus
on (A1) since all the parties in the debate endorse some version of (A2).

6.3 Two empirical theories of consciousness

This section examines two empirical theories of consciousness that provide
accounts of access and its relation to phenomenal consciousness: the Global
Workspace Theory and the Attended Intermediate Representations (AIR)
Theory. The first theory was initially presented by Bernard Baars (1988).
although I shall focus on recent elaborations by Stanislas Dehaene and
Lionel Naccache (2001); the second is defended by Jesse Prinz (2012).
Both theories share an assumption about the relation between information
carried by neurons and the contents of consciousness, namely, the content
realization principle (CRP):

(CRP) There is a necessary correlation between the content of consciousness
and the information carried by the neural realizers of consciousness.

CRP implies that conscious content correlates or covaries with neural
information. Thus: let neural population N realize conscious state C with
content P Then the information I in N realizes P such that, where there is a
change in the content of C, there is also a change in information in N, and
vice versa. CRP leads to the following question: Why does some information
rise to the level of conscious content while other information does not?

6.3.1 The Global Workspace Theory

In the prologue to his book, In the Theater of Consciousness, Bernard Baars
writes: “Consciousness seems to be the publicity organ of the brain. It is a
facility for accessing, disseminating, and exchanging information, and for exercising global
coordination and control” (1997, 7). This functional conception that originated
with Baars (1988) has been more explicitly linked by Dehaene and Naccache
to the organization of the brain:

the human brain also comprises a distributed neural system or “work-
space” with long-distance connectivity that can potentially interconnect
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multiple specialized brain areas in a coordinated, though variable
manner ... The global workspace thus provides a common “communication

protocol” through which a particularly large potential for the combination
of multiple input, output, and internal systems becomes available.
(2001, 13)

We shall focus on Dehaene and Naccache’s account.” The general picture
can be depicted as follows:

)\ Haiaerey S
S7PNA (X

(PRESENT)

Figure 6.4 Model of the neural global workspace from S. Dehaene, M. Kerszberg and J.-P.
Changeaux (1998) “A neuronal model of a global workspace in effortful cognitive
tasks.” Proceedings of the National Academy, USA 95: 14529-34. Copyright (1998)
National Academy of Sciences, U.S.A. Figure courtesy of Stanislas Dehaene.

This “neural” version of Global Workspace Theory focuses on the structure
of specific networks in the brain. It is important to note, however, that
there is no single brain structure that constitutes the global workspace,
though neural workspace theorists tend to emphasize the frontal and par-
ietal lobes (the fronto-parietal network). Rather, the issue concerns the activity
of regions of the brain that have the requisite connectivity. Thus there is an

absence of a sharp anatomical delineation of the workspace system. In
time, the contours of the workspace fluctuate as different brain circuits are
temporarily mobilized, then demobilized. It would therefore be incorrect
to identify the workspace, and therefore consciousness, with a fixed set of
brain areas. Rather, many brain areas contain workspace neurons with the
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appropriate long-distance and widespread connectivity, and at any given
time only a fraction of these neurons constitute the mobilized workspace.
(op. cit., p. 14)
The workspace is then not just an anatomical notion but a functional
characterization of a widely distributed, dynamic neural network. It is a
network that makes available information to multiple systems. This requires
that the network be realized in circuits that have broad and long-range
connections to other parts of the brain. Information that is in the workspace
can then be broadcast to (accessed by) other systems.

To understand how this provides a theory of consciousness, one must
understand what Dehaene and Naccache take consciousness to be. They
account for a transitive notion of consciousness, as when one speaks of the
consciousness of color (recall CRP). Further, this notion of consciousness is
necessarily tied to reportability (indeed, they call transitive consciousness
“access to conscious report” (Dehaene et al. 2006).% On their view, the
idea of consciousness that is not reportable, i.e. accessible, is empirically
empty (Naccache and Dehaene 2007). So, consciousness of X requires that
information regarding X be encoded in the workspace so as to be accessible
to guide report and other behaviors. This implicates working memory. How
then is information from perception that is available to working memory
encoded in working memory? Dehaene and Naccache attribute this role to
top-down attention. It is attentional selection that determines which accessible
perceptual representations become encoded in, and thus accessed by,
working memory. In terms of the neural global workspace, the upshot of
attention is that a larger part of the workspace becomes active, spanning
the parietal and frontal regions. The global workspace is thereby engaged.
Recalling CRP, one can say that, on the Dehaene/Naccache theory, subjects
are in conscious states with content P when relevant information is
modulated by attention such that it is encoded in the global workspace and
accessible to behavior. Attention, then, is the gatekeeper for consciousness
by serving as the gatekeeper for working memory (recall Figure 6.2).

6.3.2 Attended Intermediate Representations (AIR) Theory

Jesse Prinz (2012) has argued for a theory of consciousness that endorses
the following:

(AIR) Consciousness arises when and only when intermediate-level
representations are modulated by attention.

(89)
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While AIR (Attended Intermediate Representations) applies to all forms of
consciousness, Prinz largely focuses on visual consciousness. Accordingly,
AIR applied to vision holds that attention to intermediate visual repre-
sentations is necessary and sufficient for consciousness. In earlier chapters,
I argued against sufficiency and responded to Prinz’s defense, but, in this
chapter, it is the necessary condition that matters.

Prinz begins with ideas originally presented by Ray Jackendoff (1987)
who himself drew on David Marr’s (1982) seminal book, Vision, where
visual processing is divided into distinct stages. For discussion purposes,
understand the division of visual processing as follows:

Low-level vision: where basic features such as edges are processed;

Intermediate-level vision: that represents the world in a viewpoint-dependent
way capturing object boundaries, textures, and depth;

High-level vision: that abstracts away from viewpoint and involves categorical
representations of objects and properties.

Thus, if the visual stimulus is Bill Clinton’s face, then low-level vision
encodes basic visual properties like the boundaries of the face; intermediate
level vision encodes a viewpoint, say, a lateral profile of the face, if one
is looking at Clinton from the side, and high-level vision encodes its
being Clinton’s face, a representation that might be activated whatever
view one has of his face (e.g, head-on versus from the side). Where does
visual information become conscious? Prinz follows Jackendoff in empha-
sizing that consciousness arises at the intermediate-level, for the repre-
sentational content of visual experience correlates best with intermediate
rather than low- or high-level vision (again, recall CRP). That is, visual
experience is tied to a viewpoint and in some sense presents objects as
relative to the location that the perceiver occupies. Objects look the
way they do given that viewpoint (cognitive scientists speak of egocentric
representations which are, presumably, at least a subset of the intermediate
representations Prinz has in mind). Prinz makes further claims about the
neural realization of intermediate representations, suggesting that they
involve specific parts of the visual system such as visual areas V2, V3, V4,
and V5 (also known as MT, the middle temporal area), among other areas
(2012, p. 52).
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Of more direct concern is Prinz’s conception of attention. His strategy is
to look for a common mechanism which is found in all cases of attention
and which might then serve as the referent of the term “attention” (2012,
p. 91). A good candidate is change in information flow. Specifically, a stimulus
that is attended

becomes available for processes that are controlled and deliberative. For
example, we can report the stimulus that we consciously perceive, we can
reason about it, we can keep it in our minds for a while, and we can
willfully choose to examine it further.

(92)

Given the discussion in earlier chapters, this passage might make one think
of change in information flow as selection for action. Prinz’s focus, however,
is more specific, for he sees a connection to working memory: “attention can
be identified with the processes that allow information to be encoded in
working memory” (93). He characterizes working memory as “a short-
term storage capacity that allows for ‘executive control’” (92). One might
wonder whether this leaves out a simple form of attention, e.g., when one
is directly acting on an object currently perceived. Here, attention might
seem to serve action, not working memory.” In any case, the link between
attention and working memory provides Prinz a functional analysis of the
folk concept of attention (95) and leads to an unpacking of AlR:

(AIR) Consciousness arises when and only when intermediate-level
representations undergo changes that allow them to become available to
working memory.

(97)

Note that both AIR and Global Workspace Theory acknowledge a role for
attention and working memory, in that it is attention for working memory
that explains conscious content (hence, attention for cognition). AIR
theory differs from the Global Workspace theory in that, while the latter ties
conscious content to information encoded in working memory, AlR ties it to
information available to working memory. Put in terms of access and acces-
sibility, Global Workspace theory takes P-consciousness to depend on
access, in that information must be accessed by working memory (hence,
encoded; thesis (Al) Section 6.2); AIR theory takes P-consciousness to
depend on accessibility in that information must be accessible to working
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memory (thesis (A2), section 6.2). In part, Prinz favors AIR due to some
evidence suggesting that the elimination of working memory, and thus
working memory encoding, does not eliminate consciousness (2012,
Chapter 3).'® What one can say is that both AIR and Global Workspace
theory agree that attention, in the sense of selection that is tied in some
way to working memory, is necessary for phenomenal consciousness. Thus,
both theories entail gatekeeping.

6.3.3 Attention, A- and P-consciousness: the issues

There are two theses about the dependency of P-consciousness on access/
accessibility.

(A1) Subject S is P-conscious of X only if X is accessed by S.

(A2) Subject S is P-conscious of X only if X is accessible to S.

Attention is relevant because it provides a route to cognitive access/acces-
sibility in respect of selection for working memory. Thus, on AIR theory,
attention renders intermediate perceptual representations accessible to working
memory while in Global Workspace theory (GWT), attention allows working
memory to access perceptual representations.

(GWT) X is accessed by S only if S attends to X.

(AIR) X is accessible to S only if S attends to X.""

In this way, attention, by being tied to access or accessibility, serves as a
gatekeeper for phenomenal consciousness by being a gatekeeper for work-
ing memory. For (Al) conjoined with (GWT), and (A2) conjoined with
(AIR), imply a familiar gatekeeping conditional: Subject S is P-conscious of
X only if S attends to X, i.e., only if S selects X in some way for working
memory. Let us simplify matters by focusing on GWT and (Al). (Al)
implies (A2) in that if S accesses X, then X is accessible to S.'? This then
makes the challenge to the gatekeeping view very specific: Can it be
demonstrated that there is phenomenal consciousness outside of what is
encoded in working memory?

In the last chapter, I argued that experiments aimed at teasing apart different
models of attention’s role in consciousness falter because the conditions of
inattention needed to show inattentional blindness suffice to undercut the



ATTENTION AND COGNITIVE ACCESS

ability to report the stimulus. At the same time, since report is how one
gains access to consciousness and report implicates attention, then it looks
like the primary evidence for consciousness cannot also provide evidence
for consciousness in the absence of attention. The consciousness one attests
to in a report is also consciousness to which one is attentive. This raises
what Ned Block (Block 2007b) has called a Methodological Puzzle: How can one
experimentally address the issues given the limitations just noted?

Block’s solution to the puzzle is to deploy inference to the best explanation. That
is, he advocates choosing the model that best explains the relevant data. His
argument against the gatekeeping view can be reconstructed as follows:

1. Visual working memory (the workspace) has a limited capacity.

2. Overflow: phenomenology has a higher capacity than working memory

3. “The control of working memory is in the front of the head” (496).

4. Arguably, the “core neural basis of visual phenomenology is in the back
of the head” (ibid.).

5. If one assumes that the machinery controlling working memory is
necessary for visual phenomenology, then one cannot explain overflow.

6. If one assumes that the machinery controlling working memory is not
necessary for visual phenomenology, than one can explain overflow.

The idea is that the best explanation of overflow is that the machinery of
phenomenology is distinct from the machinery of working memory. Over-
flow implies that phenomenal consciousness is not limited by attention for
working memory, for the capacity of phenomenology is greater than the
capacity of working memory. But why accept overflow?

6.4 Sperling, partial reports, and iconic memory

In 1960, George Sperling published a paper titled, “The information available
in brief visual presentations” (Sperling 1960). Sperling’s question was:
How much does one see in a glance? To answer this, he presented visual
stimuli to subjects for very brief durations, an experimental paradigm with
a very long history dating back to the late nineteenth century. In those
earlier studies, subjects were asked to report what they saw of briefly pre-
sented stimuli, and thus they had to draw on memory of the stimuli.'® As
Sperling noted, a repeated early finding was that subjects could only report
a subset of what was presented to them. At the same time, subjects typically
claimed to see more than they could report. Sperling’s advance was to take this sense
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of seeing more than can be reported as a basis for asking a further question:
Does one see more than can be remembered? An answer to this question is
directly relevant to the gatekeeper view.

Sperling’s goal was to determine the informational capacity of what is
seen and whether this is tied to the capacity of memory. He recognized,
however, that if memory for report is limited, then attempts to report
everything that was seen (total report) can never exceed the capacity of
memory for report (what is now called working memory). Accordingly, he
opted for a partial report paradigm: the subject reports only on part of what
was seen, as determined by task instructions. Sperling’s ingenious approach
was to use partial reports to circumvent the limits of working memory as
revealed in total reports.

71 VF
XL5 3
B4w7

Figure 6.5 Letter Array in the Sperling Partial Report Paradigm.

Sperling presented subjects with stimuli containing a number of numerals
and letters (from 3—12) in various configurations. A sample 12-figure
configuration is reproduced here:

When his subjects were asked to give a total report of the identity of the
letters flashed, they were able to report on average 4.3 letters (experiment
1, p. 6). This estimate was stable across changes in stimulation durations
from 0.015 to 0.5 seconds (experiment 2, p. 6). In his third experiment,
Sperling shifted to partial report where subjects were required to report no
more than four letters from a stimulus display. Consider then a presentation
of 12 letters in three lines arranged top to bottom, with four letters per
line (Figure 6.5). Sperling used a tone after stimulus presentation to indicate
randomly which line subjects were to report. He assumed that if subjects
used the tone to tap into a specific part of a memory representation of the
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array, namely, that corresponding to the cued line, then by taking the number
of letters reported in partial reports and multiplying it by the number of
lines in the array, he could obtain an estimate of the total number of letters
that were seen. Doing this, Sperling found the number of letters reported
to be on average 9.1, about three of four letters in each line. In other words,
using partial reports, what was perceptually available—and presumably
seen—was measured to be about nine letters; using total reports, what was
remembered was measured to be about four letters. So, visual capacity
exceeds working memory capacity. The effect is called the partial report advan-
tage and lasts for about 300ms after the stimulus is removed, the stimulus
offset. The work has become one of the classic experiments in modern
psychology.

What seems to be largely uncontroversial is that Sperling showed that:
(2) what is seen, in the specific sense of information processed by the
visual system, can persist after stimulus offset; (b) that it can be accessed in
report as in the partial report paradigm; and (c) the content of what is
seen exceeds the content of what Sperling spoke of as immediate memory
(i.e., working memory). It is a further question how to use Sperling’s
results to adjudicate questions about the gatekeeper view.

The persistence of what is seen after stimulus offset is visual persistence. Max
Coltheart (1980) suggested, however, that “visual persistence” is ambiguous
between neurdl, visible, and informational persistence. By “neural persistence” Coltheart
referred to the persistent activity of visual neurons after the stimulus is
removed; by “visible persistence” he meant the continued visibility of the
stimulus after offset, such as in an afterimage; finally, by “informational
persistence”, Coltheart intended the continued accessibility of the stimulus
after offset, referring to this as iconic memory (the term in this context was
introduced by Ulric Neisser 1967). The crucial next question is whether
iconic memory, what Sperling uncovered in his partial report paradigm,
reflects conscious or unconscious perception. If it reflects conscious perception,
then the capacity of phenomenology in iconic memory exceeds the capa-
city of working memory. This then would provide a counterexample to the
gatekeeper view.

6.5 Assessing the phenomenology of overflow

One of the central issues in the debate concerns how to characterize the
different forms of visual short-term memory (VSTM) elicited by Sperling’s
paradigm and others inspired by it. Theorists speak of iconic memory, and
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recent work by Victor Lamme and collaborators suggests that there is a
second form of VSTM, what they call fragile VSTM (Landman, Spekreijse,
and Lamme 2003). The final section will briefly discuss fragile VSTM, but I
will focus here on three positions regarding the content of any relevant
form of VSTM (and thus Sperling’s iconic memory) in respect of arrays like
those in Sperling’s experiments:

1. Unconscious: The information is specific and unconscious (or reflects
unconsciousness), but can be brought to consciousness, say by attention.

2. Nonspecific: The information is conscious (or reflects consciousness), but
in some way it is nonspecific, though it can be rendered more specific
due to attention.

3. Specific: The information is conscious (or reflects consciousness) and
highly specific.

“Specific” indicates that the information regarding each letter identity in
memory is sufficient to support report of the identity of each letter when
appropriately cued (Sperling’s result). For example, As are represented as
As. Where information is nonspecific, then identity information is in some
way not present or degraded, although this idea needs elaboration. Roughly,
As are not represented as As.'* Talk of “reflects” acknowledges that the
memory system itself might not be conscious, though it is a trace of a
conscious or unconscious state. For letters in Sperling’s array, (1) holds that
the relevant representation is unconscious; (2) maintains that the subject
consciously perceives the letters, but not necessarily as letters, but rather
(perhaps) as symbols, shapes, or even as a jumble of features (recall inatten-
tional agnosia, discussed in the previous chapter); (3) asserts that subjects
consciously see the letters as the letters they are, though they cannot report
on all of them.

Those who endorse cognitive access, and hence attention for cognition,
as mnecessary for phenomenology often endorse (1). Block’s version of
overflow endorses a version of (3): what one sees exceeds what one can
report, and in a way that allows for rich detail. But what of (2)? On first
glance, one might take (2) to be inconsistent with gatekeeping views, but
in fact it is consistent with those views. If this is correct, then (3) is the
only viable (or at least clear) anti-gatekeeping position. To see why, con-
sider how Sperling’s paradigm differs from the inattentional blindness
paradigms discussed in Chapter 5. The aim of the latter paradigms is to
ensure that subjects deploy their attention in a specific, focused manner
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away from a target stimulus (a dancing gorilla, a large scale change in a scene).
Yet in Sperling’s paradigm, subjects cast perceptual attention in the broadest
manner possible, namely to the entirety of the letter array. There is no issue
of distraction here. Accordingly, the specific issues regarding gatekeeping
that are raised by Sperling’s paradigm and similar experiments concern the
limits of attention on the output side, irrespective of how much attention
might be deployed relative to its targets.

Let me report my own phenomenology when experiencing one of
Sperling’s displays (12 letters, three lines of four letters).'® Let’s call the
cued letters subjects are to report the reported letters and the remaining letters,
the unreported letters (this is a bit rough, but it will do). The letters I can
report (reported letters) visually appear to me as the letters they are. That’s
why I can report them! Yet it also seems to me that the letters I cannot
report (the unreported letters) are nevertheless visible to me. I see something
at those positions although they don’t appear to be specific letters. Rather,
the unreported letters seem to be a smudge, as if blurrily seen, perhaps not
even symbol-like. I am grasping for an adequate description, but I would
venture to say that what it is like for me to see the unreported letters is
similar to what it is like to see the letters at the edge of this page when I
look at the middle of the page (I admit, I worry that this description is
theory-ladened). Among undergraduates I have taught who have been presented
with Sperling’s stimulus, they have spontaneously suggested something
more like Sid Kouider’s (Kouider et al. 2010) contention that the figures
appear as fragments.'® So, the phenomenology I and some of my students
report is consistent with Nonspecific. Block reports that his phenomenology
is more in line with Specific.

Conflicts in introspection are often hard to adjudicate, but proponents of
Nonspecific and Specific can allow that subjects do see more than the spe-
cific letters they report or remember. This was Sperling’s starting point, and
it identifies a crucial difference between Sperling’s paradigm and inatten-
tional blindness paradigms. For unlike the latter, the crucial stimuli in the
former are in some sense reported. That is, it is not like the case of the gorilla
where subjects make no reports at all regarding it. Rather, subjects notice
and make reports about all the letters in the array. The difference is in the
specificity of the report. The point, then, is that subjects do have access to all
the letters, but possibly in different degrees (see also Stazicker 2011, Section
3). This is reflected in their reports that rely on working memory. Thus,
Nonspecific is prima facie consistent with gatekeeping views. It is not the case
that there are any conscious elements that outstrip cognitive access.
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Subjects report on what they are conscious of, and this is more than the
four specific letters they can name. If this is correct, then it is Specific that is
needed to refute gatekeeping views. Hence, proponents of overflow must
endorse Specific. The core of the overflow hypothesis is that the content of
experience outruns the capacity of access in this way: phenomenology is
specific in its content in a way that working memory is not.

What is clear is that the invocation of capacity needs to be made more
precise. For Sperling, the task was to name the identity of the letters,
requiring the coding of specific information regarding identity (an A or a
3). Here, capacity is measured in terms of letter identity, and the consistent
result is a limit of about four. Yet subjects also report that there are more
letters visible than the four they identify, so this information about the
other letters is also cognitively accessible. Subjects thus recall more infor-
mation than merely four letter identities, and, in another sense, working
memory capacity is greater than four. Not greater than four letter identities,
of course, but greater in terms of a different notion of information, say, the
resolution of uncertainty. Subjects have information not only about letter
identity but also about the array. For example, they can accurately report
that there are more items than four letters in the array. Perhaps this additional
information concerns gist, or perhaps it is more specific. It is, however,
additional information about the array over and above letter identity. There
is, then, a counting question regarding measuring capacity. This is a fairly
technical matter that will have to be set aside, but more work needs to be
done here if proponents either of Nonspecific or of Specific are to make
clear talk of capacity. Remember, it was the tools of information theory, in
allowing for precise quantification of informational capacity, that Broadbent
thought to be a big step forward for psychology, a new language (see
Chapter 1 and Appendix).

Before focusing on relevant experiments and differing interpretations of
them, let’s consider two reasons Block has emphasized in favor of Specific.
In his (2007b), Block notes:

1. Subjects in experiments attest to drawing on specific phenomenology in
making their partial reports.

2. Denying specific phenomenology suggests that, when subjects have spe-
cific phenomenology restricted to the specific letters they report, then
there is a shift from unconsciousness or generic phenomenology to specific
phenomenology. Subjects should notice a change, but they do not.
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The first point Block mentions is one that defenders of overflow often raise
(see also Burge 2007), yet it is unclear how much weight one should give
to it. The claim is largely anecdotal. For example, Block (2011, 570) notes
Bernard Baars’ observation that “subjects — and experimenters serving as
subjects — continue to insist that they are momentarily conscious of all the
elements in the array.” Yet Baars seems to be reporting Sperling’s own
observations here, not independent studies that provide clear empirical
support for the first point. Further, someone inclined to endorse Non-
specific can insist accurately that “they are momentarily conscious of all the
elements in the array.” The difference is whether one is aware of them in a
specific or nonspecific way. Thus, what is needed, but currently lacking, is a
systematic study of subjects’ reports about their phenomenology in partial
report paradigms.'” It is worth emphasizing that subjects in the experiment
know that the stimulus array presents letters, or at least are told so. Sper-
ling’s original subjects were told what they would see (letters) and under-
went many trials with the same kind of letter stimuli. They knew or
expected that the other positions they were unable to report contained
letters. Thus, even if they were to report seeing each specific letter stimulus
as the specific letter stimulus it is, their judgment might be affected by
their expectation, rather than being an accurate readout of what perception
gives them in each trial. Certainly, this is a potentially confounding factor.
De Gardelle et al. (2009) showed that when pseudoletters are substituted
in a Sperling letter array, subjects still think they are seeing only letters.
They suggest that subjects’ confidence in being aware of all the letters is a
cognitive illusion (for a response, see Block 2011).

Let us turn to Block’s point that if attention were needed for specific
phenomenology, then one would notice a shift from unconscious/non-
specific to specific phenomenology in respect of the letters attended to. But
would subjects notice such change? After all, change blindness studies show
that even when a subject focuses attention, they miss substantial changes in
a visual scene. Of course, if one focuses attention on the location of the
change, then the change is easily seen. Yet this might explain why one would
never notice the shift from unconscious/generic to specific phenomenology.
In the partial report paradigm, the proposed change is induced by attention’s
moving to a location, rather than the change as occurring in a location
where attention is already present. It is not clear that under such condi-
tions, a change of the sort Block considers would be obvious.'® Block’s
main argument, however, is to draw on interpretations of the experiments
that provide the best explanation of the data, an inference to the best
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explanation. His claim is that Specific provides the overall best explanation
of a diverse set of results. Let us then pursue alternative explanations in
light of the distinction between Nonspecific and Specific.

6.5.1 Postdiction

Sperling arrived at his estimate of the capacity of iconic memory by summing
each partial report across the total number of rows. One might wonder,
however, whether summation is appropriate. It would be appropriate if the
iconic memory representation is unaffected by any further processing
induced by the cue. In particular, the representation must not be affected
by attention as induced by the cue. If so, the subject could “read off” the
data from a stable iconic memory representation. Ian Phillips (2011a),
however, has questioned this independence assumption, i.e., the assumption
“that a subject’s experience of the stimulus in a [partial report] condition is
independent of which report is cued because the cue comes only after dis-
play offset” (386). To show this, Phillips draws on the phenomenon of
postdiction.

Consider the sensory processing of two stimuli, A at time t; and B at
time t, where t; is prior to t, (this formulation allows that A and B can be
processed in different sensory modalities). The counterintuitive idea of
postdiction is that sensory processing of B can affect one’s experience of A.
This idea is counterintuitive if one assumes that sensory experience is
more atomistic: one first experiences A, and then experiences B, where
later experiences, or at least processing of later stimuli, cannot affect earlier
experiences. An alternative is that sensory experience is a more compli-
cated function of sensory processing over time. In particular, conscious
experience of A might result from the unconscious sensory processing of
A and B. Accordingly, sensory experience might result from sensory pro-
cessing that spans significantly more than an instant. Let us call such effects
postdictive.

Phillips provides an overview of various postdictive effects, many invol-
ving temporal offsets between the relevant stimuli (e.g., array and cue)
similar to those found in Sperling’s paradigm. Some of these are multi-
modal, involving two senses. Consider one striking postdictive effect found
in the sound-induced visual bounce where two circles (“balls”) are depicted on a
screen as moving towards each other. When these two circles intersect and
then continue to move, there are two experiences subjects report: the circles
pass through each other, or the circles bounce off each other. When a



ATTENTION AND COGNITIVE ACCESS

sound suggesting collision is played at, or around, the intersection of the
circles, the intersection is more likely to be experienced as a bounce.
Interestingly, this effect can occur even when the sound comes 200 milli-
seconds (ms) dfter the initial intersection (intuitively, one expects the
experience of collision to work only if the sound comes right at the initial
intersection, as if the circles were real balls).

Recall that the independence assumption leads us to infer that there is a
uniform representation of the letter array that subjects tap into in different
ways, depending on which line is cued. If this representation is or reflects
phenomenal visual states, then the capacity of visual consciousness exceeds
working memory capacity. Since any of the letters that the subject can
report are represented in specific detail, the iconic memory representation
represents each in specific detail, as per Specific. Thus, there is a rich
phenomenal representation that exceeds cognitive access.

An alternative interpretation invokes postdiction. The content and struc-
ture of the underlying representation depends on which line is cued and,
hence, on attention. Attention, on this picture, alters the underlying
representation that serves task demands. Where the cue directs subjects to
the top line, the underlying representation is brought by attention to be in
a format that best serves reporting the top line; where the cue directs
subjects to the middle line, the representation is brought by attention to be
in a format that best serves reporting the middle line, etc. Attention can either
bring the targeted line into consciousness from an unconscious repre-
sentation or it can sharpen nonspecific representations into specific ones.
Either way, there is no uniform phenomenal representation underlying
reports across conditions. Rather, the nature of the iconic memory repre-
sentation varies with attention in light of a subsequent cue. Given postdiction,
Nonspecific or Unconscious might be the correct account of iconic memory.

6.5.2 Generic representations and the
determinable/determinacy distinction

The cogency of Nonspecific depends on how one understands nonspecific
representations of letters. Rick Grush (2007), in his commentary on Block
(2007a), suggested that the relevant visual representations are as of generic
letters. His example concerns how experience represents text on a page at
the periphery of the visual field. See now for yourself. Focus on a word at
the center of this page, and covertly attend to words at the periphery. Grush
is certainly correct that the way they appear differs from the way the words
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at fixation appear in the glory of their specificity.'” Yet how to understand a
visual representation of a generic letter is not completely clear. Given my
example about objects in the periphery, we might understand the proposal
in terms of visual spatial resolution. James Stazicker (2011) has recently
developed a line of response to Block, emphasizing limits on visual spatial
resolution. Stazicker puts this in terms of the determinate/determinable
relationship.?® A standard example of this relation involves colors, say the
determinable red and its determinates, crimson and burgundy. Determinates
are ways of instantiating the determinable. As Stazicker comments: “To
represent something indeterminately ... is to represent it as instantiating a
determinable property, without commitment as to which determination of
that determinable it instantiates. Roughly, property A determines property
B where to have A is to have B in a specific way” (170). So, if a visual
representation represents an object as (say) crimson, then it represents the
object as being red in a specific way, namely, as crimson.

So, one can appeal to the spatial resolution of the visual system as a
constraint on the determinacy of its spatial representations. Since visually
representing shapes is a form of spatial representation, the spatial resolution
of vision will provide constraints on the visual representation of shape. This
idea can be spelled out by understanding, at least in a sketchy way, spatial
processing in vision. Think of the retina as containing spatial filters that are
sensitive to specific spatial frequencies. Consider a band of alternative black
and white lines as in Figure 6.6:

Figure 6.6 Figure showing increasing spatial frequency from left to right. Note that contrast
increases from top to bottom, and higher contrasts are needed to adequately see
higher spatial frequencies. This is why the lines appear to be taller as one proceeds
to the right. Reprinted from G. M. Boynton (2005) “Contrast Gain in the Brain.”
Neuron (47): 476—77 with permission from Elsevier.
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As you can see, the frequency of alternation of the lines increases per
unit distance as one goes from left to right. In principle, this spatial fre-
quency can be represented as a sinusoidal wave (represented as cycles per
visual degree (cpd); your thumb held at arms length covers about two visual
degrees from left to right). Where the relevant visual spatial filters can
detect high spatial frequency, they can more finely resolve spatial properties
such as the gap between two lines. For high-resolution spatial filters,
two lines with a small gap separating them can be distinguished; for low-
resolution spatial filters, the two lines cannot be distinguished, and the
visual system will fail to detect the gap. Spatial resolution is greatest at the
fovea and falls off rapidly. Stazicker’s emphasis on spatial resolution is an
important addition to the debate, but what should one say about nonspecific
representations as postulated by Nonspecific?

A natural thought is that the phenomenal upshot of degrees of spatial
resolution is degrees of sharpness in visual representation. One way visual
experience can be less sharp is for experience to involve blurriness. Let us
understand this in respect of the visual experience of the boundaries of a
line with a sharp edge (so there is, objectively, no blurring at the edge). An
ideal visual system not limited by spatial resolution can represent the edge
of the line as at a determinate location, say at y (how one specifies y does
not matter beyond it involving a magnitude reflecting position in some
appropriate spatial coordinate system). A less determinate representation of
the location of the edge might place it within a range, say between x and z,
where x < y < z. One can understand this difference in terms of the
uncertainty tied to visual information in respect of where the edge is
located. Recalling Shannon information theory (see Appendix), one can say
that visual information leaves more uncertainty in the second case regard-
ing the location of the line, but resolves it in the first case. This charac-
terization of differences in spatial resolution allows us to speak of
determinates and determinables if one wishes: being at y is a way of being
between x and z. Moreover, both representations of the location of the edge
can be veridical.

But how does this help with specifying a less determinate representation
of a letter? Notice that the previous point was a way of spelling out blurri-
ness in terms of the representation of edge location. Now, a letter such as E
consists of lines (edges), and to the extent that the letter is experienced
blurrily, then the visual information one gains about the structure of the
letter, including its edges, carries a high level of uncertainty, first in terms
of the location of edges, but correspondingly in terms of the figure
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constituted by the edges. It might then be useful to think of spatial resolu-
tion in terms of uncertainty. This is a description of spatial content, though
it leaves open how best to characterize the corresponding phenomenology.
Still, it gives us a handle on how experience should be characterized in
Nonspecific: the experience of letters is nonspecific in that it is tied to a high
degree of uncertainty, indeed not only about spatial information, but also
information about other features.

Emphasizing spatial resolution as characterizing Nonspecific, we can
raise a question for its proponents. Why can’t proponents of Specific, such as
Block, acknowledge that the visual system faces limits of spatial resolution,
but plausibly insist that these limits are not at issue in the Sperling
experiments? All parties agree that in order to explain Sperling’s results, the
specific identity of the letters must be visually represented somewhere in the
cognitive system. Accordingly, the spatial resolution of the retinal locations
stimulated by the unreported letters must be sufficiently sensitive to allow
for determinate short term memory representations of letter identity, for
any of these letters can be accessed for report when cued in Sperling’s
partial report paradigm.

Now the question is this: If one agrees that spatial resolution of the
relevant letters is enough to perform the task, then why does the machin-
ery of phenomenology seem to blur those letters in order to generate non-
specific representations as required by Nonspecific? This might seem like a
pointless step, like purposely defocusing modern auto-focusing cameras
while taking a picture. In terms of information, the idea is that the
machinery of phenomenology adds noise to the system, increasing uncer-
tainty. But why not just maintain, at the level of consciousness, the spatial
resolution that is already present in iconic memory? If this is correct, why
not then take the blurring to be an unnecessary further step such that
explanatory parsimony pushes us to accept Block’s alternative instead,
namely, that the phenomenology is as Specific claims? One might respond
by saying that moving from unconscious to conscious representations will
inevitably involve a loss of information since it is an extra step in trans-
mission of information, and this loss of information can precisely result in
a phenomenology more like Nonspecific.?!

Perhaps one way to settle this debate is to understand how much infor-
mation is lost as it moves from step to step in visual processing (say from
iconic memory to what comes next in the processing hierarchy). For
example, given Sperling’s result with cueing, there is good evidence that
the identity of many letters is registered by the visual system where this
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iconic memory exceeds working memory capacity (nine versus four letters
in Sperling’s estimation). It also seems that subjects don't just visually
experience four letters. Rather, they see more letters but, minimally, only
four of those letters as the letters they are. The issue then concerns their
experience of the additional letters. In principle, one question that might
be raised concerns the decay of information as it is processed and trans-
mitted during visual processing. The idea of decay is that there is an
increase in uncertainty about the layout of the array. Information is thereby
lost. If that decay is rapid, then one could make the argument that by the
time processing occurs that is necessary for visual consciousness, there is
insufficient information content to support the detailed phenomenology
that proponents of Specific claim there to be. Attention counteracts this
loss by helping to maintain some subset of the information content about the
letters from decaying when the subject is appropriately cued. Attention
thereby preserves information by selecting it for memory, and this forms the
basis of the subject’s reports. On this view, those letters not selected for
working memory cannot be seen in detail because information regarding
them is quickly lost. If so, one can question whether consciousness can
reflect the detail proponents of Specific aver, and instead argue that the
information content present could only support Nonspecific phenomenol-
ogy. On the other hand, there might be a rate of decay of information
regarding the letters that (a) both explains the specific performance Sper-
ling observed, but (b) also allows that the information regarding the iden-
tity of more than four letters is preserved at later stages of processing, even
if this information is not funneled into working memory. If informational
detail remains at later stages of processing, one might have the basis of an
argument for Specific. This proposal is admittedly sketchy, but the point is
that more detailed models are needed to connect with the behavioral data that
has largely driven this debate. We need an alternative approach to pry the two
models at issue apart, one that returns to the concrete specification of
capacity limits that information theory can provide.

There seems to be a general sense among theorists in this area that
proponents of Specific face a steep uphill battle, but let me raise a question
for those who endorse gatekeeping and, specifically, the idea that con-
sciousness is limited by cognitive access and attention: What does it mean
to say that consciousness is limited by working memory capacity? When
discussing Sperling, I spoke of working memory capacity as about four let-
ters plus perhaps gist, but that is not a theoretically useful way to measure
information. To explore the issue further, imagine looking at the ocean
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from a boat, marveling at the blue expanse that extends to the horizon.
Gatekeeping claims that what you experience, a seemingly vast colored
expanse, is in some way limited by cognitive access. But how is phenomenal
consciousness of a large spatial area limited by working memory? Is work-
ing memory essential to one’s online experience of the ocean blue? Might
the phenomenology of experience of a colored space outstrip working
memory? If not, why not? It is hard to understand the awareness of the
blue expanse as constrained by working memory. The point is that gate-
keeper theorists can’t sit at the sidelines, enjoying the spectacle of their
opponents climbing a steep hill. Gatekeeper theorists also have a difficult
job to do, namely, to provide a concrete explanation of precisely what it
means to say that conscious experience is limited by the capacity of cog-
nitive access. As I noted earlier, this talk of capacity must be made more
concrete, and until it is, gatekeeping remains a vague thesis. It does not allow us to
say concretely in relevant cases what it means for consciousness to be lim-
ited in this way. But being concrete is a way to allow for an adequate
assessment of the thesis.

6.6 Fragile visual short-term memory

I now briefly consider a neuroscientific argument for the Overflow thesis
and Specific by Victor Lamme. Lamme and his coworkers have empirically
isolated a different form of visual short-term memory (VSTM), what they
call fragile visual short-term memory. This is a form of short-term memory that is
intermediate in capacity between iconic memory probed in Sperling’s work
and working memory. Lamme has used these results in an argument in
support of a version of Specific and to leverage the formulation of new
explanatory concepts in this area.

Lamme’s work on VSTM is important, extending Sperling’s original
findings. Adapting a change blindness paradigm, Landman, Spekreijse and
Lamme (2003) presented subjects with an array of eight rectangles around
a fixation point, with each rectangle oriented either vertically or horizon-
tally (see also Sligte, Scholte, and Lamme 2008). This was followed by a
presentation of a second array where the orientation of only one of the
rectangles was changed. The time interval between the arrays varied from
nearly 0.5 seconds to about 1.5 seconds in different experiments. Subjects
were also provided a cue either (a) in the first array; (b) during the inter-
stimulus interval; or (c) in the second array. Not surprisingly, when the
subject is cued in the first array, they are highly accurate in detecting whether
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the cued rectangle changes its orientation in the second array, presumably
because the cue allows the subject to attend to that object. Perhaps not
surprisingly, subjects are also fairly poor at detecting changes when cued in
the second array. The striking result is seen when the cue is presented in the
interstimulus interval, because now performance accuracy is surprisingly
high, even two seconds after the offset of the first array. Here, the cue
seems to enhance performance even after stimulus offset, something Sperling
observed as well.

Based on these and other studies, Lamme has argued that there are three
forms of VSTM:

1. Iconic VSTM
2. Fragile VSTM
3. Working VSTM.

Lamme sees iconic and fragile VSTM as tied to the phenomena that Sperling
characterized, and indeed, Lamme speaks of (1) as retinal iconic memory
and of (2) as cortical iconic VSTM to emphasize the areas of the visual
system that he takes to subserve each. For example, Lamme takes retinal
iconic memory to essentially be the afterimage of the display, something
that disappears quickly. Nevertheless, the informational content of iconic
memory can survive the end of the afterimage, at which point it becomes
cortical or fragile VSTM, fragile because it is easily disrupted by new retinal
information. In either case, the capacity of (1) and (2) exceeds that of (3).

These are important extensions of Sperling’s work, but how does this
help provide a distinctive argument for Specific? Again, the central question
is what iconic memory reflects: specific conscious or unconscious information
(i-e., Specific or Unconscious). Lamme’s argument appears to be as follows:

1. There is a high capacity VSTM distinct from working VSTM, namely,
iconic (cortical/fragile) VSTM;

Representations in iconic VSTM exhibit many facets of perceptual organization;
Conscious representations exhibit perceptual organization;

Many unconscious representations do not exhibit perceptual organization;

(S I NIV

The most parsimonious explanation is to take iconic VSTM to reflect con-
scious, and not unconscious, representations.
(reconstructed from Lamme 2010, 210-11)

By perceptual organization, Lamme means features like feature binding,
figure-ground segregation, grouping, and organization that allows for
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illusions. The first two premises are derived from Lamme’s own work on
VSTM. Lamme notes that the empirical evidence for (2) is an ongoing
project, but that many facets of perceptual organization have been observed
for iconic representations. Premise (3) is in a way derived from intro-
spection and cognitive access to experience, while (4) is empirical, derived
from what is known about early visual processing, which many deem to be
unconscious. The central question, then, is why (5) is correct in taking
Specific to be the most parsimonious representation?”? Premises (3) and
(4) suggest that certain features of perceptual organization tend to track
conscious versus nonconscious processing, but it is not clear that to then
associate iconic VSTM with conscious processing amounts to an explanatory
parsimonious inference. This move does echo Block’s strategy of providing
an account that makes best sense of all the data, in response to the meth-
odological puzzle, but it is unclear what parsimony comes to here. Until
that is clarified, it is not clear that we have solid grounds to endorse Specific
from a neuroscientific perspective.

6.7 Summary

What is it with attention and consciousness? Why is it seemingly so
obvious and yet so elusive? I have examined whether attention itself entails
phenomenal consciousness, though I argued that it does not (Chapter 4).
The past two chapters have considered whether attention has a specific role
as gatekeeper for consciousness. This is, as we have seen, a difficult ques-
tion in that it is hard to find a clear way to empirically engage the issues so
as to help us decide between alternative models. Let me summarize some
lessons from this and the previous chapter:

1. The central contrast is between the common-sense model, where con-
sciousness is not limited by attention, and the gatekeeping model,
where consciousness is so limited;

2. Theorists must provide clearer formulations of which gatekeeper thesis
they are defending;

3. Inattentional blindness paradigms, where attention is purposely pulled
from a stimulus, cannot provide evidence to settle the issue regarding
which model is correct;

4. Alternative experimental paradigms or approaches must then be found
to test gatekeeping;
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5. The issue of gatekeeping can be emphasized either from focusing
on attention’s inputs (as in Chapter 5) or on attention’s outputs as
discussed here, namely, as being for working memory;

6. Sperling’s Paradigm and similar approaches provide an alternative
approach but the experiments are subject to divergent interpretations;

7. The first step to a way out is to develop clearer models about information
processing and capacity that can lead to predictions about what experience
of unreported targets in a briefly flashed array should be like.

Again, as I noted in the last chapter, these are areas where conceptual
clarity and new approaches are needed. In light of the discussion over the
past three chapters, there is no doubt that attention plays some important
role in consciousness. The question, nevertheless, remains: What is its
precise role?

Suggested reading

For an overview of the neural Global Workspace Theory, see Dehaene
and Naccache (2001); for an overview of the Attended Intermediate
Representation Theory (AIR) see Prinz (2012). Lamme (2010) makes a
detailed case for an empirical basis for endorsing the overflow thesis. Block
provides an extended presentation of the overflow thesis from an empirical
perspective in his (2007b) and a more philosophical perspective in
(2008). His (2011) provides a summary of recent work. Phillips (2011b)
provides a discussion of Sperling type experiments with emphasis on
attention.

Notes

1 In his (2007b), Block opts to characterize access in terms of broadcasting
in the global workspace (see below on the Global Workspace Theory).

2 | am indebted to distinctions drawn by Jesse Prinz (2012). See also
Dehaene and Naccache (2001).

3 For example, Ned Block focuses on the relation between phenomenology
and cognitive accessibility in his (2007b) which is geared towards the
empirical community, while in his (2008), which is geared towards the
philosophical community, he switches to talking about phenomenology as
overflowing cognitive access. To keep things clear, it is then imperative to
be explicit about access/accessibility to what (system). | am not saying
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that Block is confused about this. Rather, for readers to keep track of the
meanings behind invocation of access and accessibility, regimentation is
required.

In his (2007a) discussion of Dehaene and Naccache (2001), Block com-
ments on their division between (l,) “permanently” inaccessible states,
(I,) states that are accessible in that were they to be attended to, they
would be accessed by working memory (the global workspace, see Section
6.3.1) and (I;) states that are accessed by working memory. Block points
out two notions of cognitive accessibility, a broad sense that covers (l,)
and (I;), and a narrow sense that covers (l,). It is cognitive accessibility in
the narrow sense that is the focus of Block’s discussion. Notice that cognitive
access in his terminology is access by systems subsequent to working
memory. We are using “cognitive” in a different sense, namely, where it
refers in the first instance to working memory.

(GKa,) has to be rewritten slightly to accommodate Jesse Prinz’s AIR view
to be discussed in later sections, but the current version will do for now.
Block is sometimes read as endorsing this extreme view, and | suspect the
reason is due to the slipperiness of talk of phenomenology outside of
cognitive accessibility. Such talk reasonably suggests to a reader that one
means that consciousness is tied to stage (1) and thus not even accessible
to working memory. Many find such a view barely coherent. As Block
emphasizes in later writings, that is not his claim. The previous conceptual
regimentation discussed in the text is crucial for clarity.

Shanahan and Baars (2007) emphasize that their account of the global
workspace does not identify it with working memory, but, rather, as
something that gives access to working memory.

Given the previous regimentation, what they should have said is accessi-
bility to conscious report.

Prinz would presumably respond that even here, attention makes the
action-guiding representations accessible to working memory. Fair
enough, though that is an empirical question that requires a more con-
crete specification of what it means to make a representation accessible. It
might turn out to be false. Nevertheless, wouldn’t the emphasis on work-
ing memory lose the forest for the trees in the case imagined, where
attention’s role seems to be to support action?

10 For a critical discussion of Prinz’s theory, see (Wu, 2013c). See also (Mole

11

2013).
There is a slight complication here that makes terminology fraught with
potential peril. It is in fact natural to talk about Prinz as emphasizing
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perceptual attention, i.e., attention that influences perceptual representations,
while Dehaene and Naccache emphasize cognitive attention, i.e., attention
for cognition. The relevant modulations here are all “pointing” towards work-
ing memory, even if they occur at different points in processing. Accordingly,
| group them together as emphasizing attention that is for cognition.
This sets aside the central issue that Prinz raises, namely that accessibility
is what matters for phenomenal consciousness. This is unfortunate, but
the issues will otherwise get overly complicated. Here’s why. Ned Block
can largely agree with Prinz that phenomenology is always accessible.
Where both will disagree is whether accessibility entails attention. Prinz
says yes; Block says no (Block 2007b). The debate then centers on whe-
ther the property of a representation that renders it accessible is one that
is brought about or not by attention. This is an interesting question, but
difficult to get a clear handle on. One question we can raise to Prinz is the
following: presumably, access also requires attention, but then it looks like
attention is involved in two steps, namely, making a visual representation
accessible and then, when needed, accessing the visual representation for
working memory. But you might wonder if attention ever operates like
that. Perhaps attention always just enables access which, of course,
implies accessibility. There is no stopping point between accessibility and
access once attention gets involved. Still, a fuller discussion is warranted,
something that space constraints prevent us from pursuing.

For a discussion of some of this earlier work and an interesting analysis of
the issues, see (Phillips 2011a).

Again, | find it more helpful to think about information in terms of
decreasing uncertainty, so degraded information increases uncertainty.
Specific holds that the information content in memory regarding the letter is
much less uncertain than what is imputed by Nonspecific. That is, information
content resolves uncertainty about letter identity (see Appendix A).

You can see a version of the Sperling stimulus in an online Ted* talk by
lan Phillips titled “Swimming against the stream of consciousness” which
can be obtained by searching on the internet. The stimulus is presented
about 1:30 seconds into the video, which also gives a brief summary of
Phillips’ account of the experiment, something we discuss in a later section.
Kouider defends a picture of awareness where the letters that are not
identified are given to the subject in fragmentary form. This account is
tied to certain assumptions about perceptual processing and our access to
it. Specifically, Kouider et al. (2010) hold that perceptual processing
involves multiple levels, from basic features to higher order categories
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(including gist) such that each level can be independently accessed. Among the
perceptual levels are those processing representations of fragments or
perhaps parts of the objects present in the visual field. On Kouider’s
account, we can sometimes grasp the gist of the scene without grasping
much detail concerning basic features or objects, or we can focus on a fea-
ture and not grasp the gist. This allows for the possibility of what he calls
partial awareness, awareness that is restricted to some subset of visual
processing levels.

On the Kouider view, phenomenal consciousness depends on access,
but access can involve all, some, or none of the levels of visual proces-
sing. In the case of Sperling’s experiments, when subjects claim to see
more than they can remember, they are responding to partial awareness,
where they have access to low-level representations of the stimuli, namely,
letter fragments. Some of these letters, e.g., in cued rows, might be
accessed at higher levels, namely, those that present the identity of the
letters, while others, say in uncued rows, are accessed as fragments. In
this way, the account explains subjects’ sense that they see more than can
be remembered. Alternatively, when subjects claim to see the specific
identities of all the letters, they are under a cognitive illusion.

In response, Block (2011) points out that the fragments hypothesis
nevertheless suggests that consciousness is rich in content, going beyond
the letters that the subjects can explicitly report. He notes that if there is
disagreement, it is on “how degraded the specific phenomenology is”
(2007, p. 532). So, Kouider and Block can agree that either (2) or (3) is
correct, as against (1). Consciousness is not limited to the letters that are
reported. Nevertheless, Kouider et al. would emphasize that phenomen-
ology nevertheless does not exceed access. For, on their model, the frag-
ments are in fact accessed, and that is why subjects in Sperling’s
experiment report that they see more than they could report. Indeed, the
sense of seeing more than can be (specifically) reported, demonstrates a
kind of access and is thus consistent with gatekeeper views. What remains
accessible, even after the capacity to remember the specific identity of
particular objects is saturated, is the gist, here the presence of fragmen-
tary forms. Thus, to the extent that Kouider and Block agree, it is that
experience is rich in a way inconsistent with (1). They nevertheless con-
tinue to disagree about whether (2) or (3) is the correct view. This does
suggest the independence between the rich/sparse content distinction and
the claim of overflow. Overflow implies that content is rich in the sense
that it exceeds cognitive access or accessibility. But deniers of overflow can
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also claim that content is in a sense rich, in that it exceeds the specific
letters that are reported by subjects in Sperling’s experiment.

Block makes passing reference to an observation of Rogier Landman “that
the extent to which subjects evince specific phenomenology may be cor-
related with how well they do in the experiments [such as those reported
in Landman, Spekreijse, and Lamme 2003]” (Block 2007b, 531). This is the
sort of evidence that would help buttress overflow, but as far as | know,
this observation has never been verified or published by Landman.

See also (Stazicker 2011, 175-76). For a different response to this issue,
see (Phillips 2011b, 215).

Block characterizes generic phenomenology in terms of existentially quantified
content, namely the visual system’s representing that there is an array of
letters, as opposed to the representation of the identity of each specific letter.
An influential application of the determinable/determinate distinction to
the case of the visual experience of blurriness occurs in Tye (2003).

Block emphasizes that opponents of Specific endorse the unconscious
representation of highly specific visual information, an unconscious icon,
but points out that there is no evidence for unconscious iconic memory of
the requisite specificity. See his (2011) for a brief discussion.

Lamme provides a second argument that appeals to recurrent processing.
Here is a description of the flow of information after a visual signal
reaches the brain, one consisting of four stages (see Lamme 2010):

Stage 1: A superficial feed forward sweep (FFS) of the signal up the
visual hierarchy that does not travel deep into the visual system.
Stage 2: Deep processing of the FFS, where the signal travels the
entire sensory hierarchy to motor and prefrontal areas.

Stage 3: Supetficial recurrent processing involving horizontal and
feedback connections, of a more local nature.

Stage 4: Widespread recurrent processing across the hierarchy (cf. the
global workspace).

When the stimulus is removed, iconic memory is associated with Stage 3,
while working memory is associated with Stage 4 processing. Thus,
encoding in the global workspace is tied to Stage 4. For Lamme’s Recur-
rent Processing Theory of consciousness, however, the crucial stage for
consciousness begins at Stage 3. Since this is prior to the activation of the
global workspace at stage 4, Lamme disagrees that cognitive access is
necessary for consciousness (he might yet agree with Prinz that cognitive
accessibility is necessary).
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Why does Lamme think that consciousness is tied to Stage 3 as well?
In short, it is because recurrent processing looks to be a good neural
correlate for consciousness, in part because it is looks to be a good
neural correlate for perceptual organization, a critical feature of phenom-
enal consciousness (Lamme allows that there are open empirical questions
here; he is offering a hypothesis). This assumes, as does the argument in
the text, that there is some important connection between phenomenal
consciousness and perceptual organization. It seems that for Lamme’s
argument to be compelling, there should be a necessary relation between
perceptual organization and phenomenal consciousness. But is there?
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ATTENTION AND
DEMONSTRATIVE THOUGHT

7.1 Introduction

We target the world in different ways: we act on it when we grab an object; we
talk about it in referring to things; and we think about it. These ways of
targeting the world depend on attending to it. In Chapter 3, I discussed the ways
in which action depends on attention. Here, I consider how thinking does
as well. The focus will be on a class of thoughts that many theorists take to
depend on perceptual attention. These are demonstrative thoughts, those which we
typically express in language with demonstrative terms such as “this” and
“that”. Specifically, I will focus on perception-based demonstrative thoughts
about objects. Pick a visible object currently in front of you and ask yourself what
its color is, what its weight is, where it came from. Here, you have thoughts
about that object, thoughts grounded in your perceptually attending to it. The
interest in such thoughts is that they are ubiquitous, seemingly deployed
every time one thinks about an object on the basis of currently perceiving
it. After all, in looking at an object, the resulting thought is not something
complicated like the object to the right of the visual field is red, but simply that
(object) is red. The question, then, is this: How are such perception-based
demonstrative thoughts about objects made possible by attention?

Section 7.2 highlights different targets of attention and various dependency
conditionals that express how one form of attention defined by its target (e.g,
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attention to a feature) might depend on another form of attention (e.g,
attention to an object). Section 7.3 then discusses different experimental
paradigms used to investigate object attention. The distinction between
demonstrative versus descriptive thoughts is introduced in Section 7.4,
with the former understood to be conceptually simpler. Several arguments
in favor of the necessity of attention for demonstrative thoughts are presented
in Section 7.5, while Section 7.6 considers three theories that emphasize
conscious attention as necessary. Section 7.7 then raises questions about whether
conscious attention does play a necessary role for demonstrative thought.

7.2 Targets of attention

Perceptual attention can be directed at different kinds of targets: space, features,
and objects.! As noted in Chapter 1, spatial attention can be probed using
visual spatial cueing paradigms, while feature attention can be probed in
vision with visual search and in audition with dichotic listening focused on
properties of competing auditory channels. This chapter examines object
attention in vision in more detail to highlight attention that is deployed in
demonstrative thought about objects.

For ease of discussion, I will speak of attention to space, feature, and
object as different forms of attention, although this should not be taken to
imply any stronger claim than that one can individuate episodes of atten-
tion by the type of target one attends to. Once all three forms are in view,
an important question is how these forms relate to each other. Does one
form depend in some way on another? For example, is feature attention a
necessary condition for object attention? Thus:

If S attends to an object O, then S attends to some feature F of O.

This dependency conditional might seem initially plausible for visual
attention, since one might endorse the following:

If S sees object O, then S sees some feature F of O.

Consider also a parallel in audition: if S hears a sound, then $ hears some
feature F of the sound (say its pitch, timbre, or intensity). In both cases, it
seems that failing to see or hear any features of the object undercuts the
ability to see or hear that object. The claim about attention might seem to
be entailed by this plausible claim about perception.”
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One can also introduce the distinction between perceptual and cognitive
attention leading to further dependency conditionals. Consider:

If S cognitively attends to (thinks about) an occurrently perceived object
O, then S perceptually attends to O

This is precisely what is claimed for perception-based demonstrative
thought about objects: one thinks demonstratively about O only if one
perceptually attends to O.

In assessing dependency conditionals, it is important to separate (a) what
causes attention from (b) what attention targets. After all, it is possible that X
triggers attention to Y (where Y # X) without X itself being attended to.
Consider conjunction visual search where a subject attempts to locate a
target defined by two features amid a host of distractors. A common
metaphor for attention describes it as a spotlight that serially moves from
object to object in an attempt to locate relevant features. Yet, plausibly, that
the spotlight moves to a location with a feature or object at it, rather than
to an empty location, is due to there being a feature or object at the tar-
geted location. The distinction between causes and targets of attention now
raises two possibilities in visual search: (1) that feature/object attention
precedes spatial attention; or (2) that the feature/object merely causes
spatial attention without itself being attended to. If' (1) is true, feature
attention is necessary for spatial attention. If (2) is true, then features/
objects are triggers of spatial attention, but need not themselves be targets
of attention. Theorists differ on precisely this point in respect of the
dependency of object attention on selection of features.

7.3 Objects and attention

This section discusses three experimental paradigms that highlight a role
for objects in attention. John Duncan (1984) provided an early approach
(see also Treisman, Kahneman, and Burkell 1983). He presented subjects
with two distinct, overlapping objects within a region of space where subjects
were attending, namely, a line superimposed on a box (Figure 7.1). Each
object exemplified two salient features: the line was either dotted or dashed
and tilted to the left or to the right; the box was either large or small and had
a gap on its left or on its right side. Subjects were tasked with reporting two
features present in a given trial, either one from each object, or both from
the same object. If attention acts as a spotlight, it should include both objects.
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Figure 7.1 A sample stimulus adapted from figure 1 in Duncan (1984). Each object exem-
plifies two dimensions: Line (texture and tilt) and Box (size and gap location). In
this stimulus, the line is solid and tilted right, while the box is large with a gap on
the right.

The crucial result is the same object advantage: subjects were more accurate
when the two features they reported were of the same object, rather than
when they were split between two objects. If spatial attention is all that
matters, then when both objects fall within the attentional spotlight, they
should presumably be processed equivalently. Duncan’s results suggest
otherwise, for features that fall within the attentional spotlight are treated
differently when they are features of the same object, rather than of different
objects.?

Egly, Driver and Rafal (1994) developed another paradigm involving the
presentation of two vertical or two horizontal rectangles on either side of a
fixation point (Figure 7.2). A cue in the form of the outline of three sides
of the end of one of the rectangles was flashed. After an interstimulus
interval, a target was flashed in either a valid or an invalid condition, an
adaptation of the spatial cueing paradigm: in the valid condition, the target
is located near the location of the cue; in the invalid condition, the target is
located at a distance from the cue. The subject’s task was to report as
quickly as possible the presence of the target, and, as expected, Egly et al.
observed a reaction time advantage with valid versus invalid cues.

The novel result occurs in the invalid condition. Here, there are two
cases: in the same-object case, the target appears opposite the cue, but in the
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Figure 7.2 (A) Depiction of the Egly et al. object-based attention paradigm from Shomstein
(2012). (B) Graph of the reaction times for the different conditions. Subjects
showed the standard spatial cueing effect (first two bars) yielding a space-based
effect (SBE) of attention. Subjects also exhibited an object based effect (OBE) where
invalid cues within the same object showed faster reaction times. Figures repro-
duced courtesy of Sarah Shomstein and with permission of John Wiley and Sons.

same rectangle (the cued rectangle); in the different-object case, the target
appears opposite the cue in the uncued rectangle. Crucially, in both cases, the
target is equidistant from fixation and cue, so there should be no difference in
regards of spatial attention. Relocating the spotlight in either invalid case would
involve moving it the same distance from fixation or from the location of
the cue. Egly et al., however, observed a same-object advantage relative to
the different-object case. They describe this as the cost of having to switch
attention from one object to another or, equivalently, the advantage of
switching attention within an object. Similar results were observed if the
object in question was seemingly partially occluded (Moore, Yantis, and
Vaughan 1998). This paradigm is now a widely used method to probe the
influence of objects on attention.

Psychologists speak of these effects on attention as object-based, and this
raises a question: Do the results from Egly et al. demonstrate object attention,
or do they show an influence of an object on spatid attention? After all, Egly
et al. have essentially modified the spatial cueing paradigm. This might
seem a subtle point, but the distinction can be clearly drawn. Imagine that
spatial attention is fundamental and that so called “object” attention is
really due to a modification of spatial attention. There is then a substantive
difference between object attention and object-based (spatial) attention.
Metaphorically, we can imagine two distinct mechanisms, a spotlight for
spatial attention and a sticky finger for object attention, the former illumi-
nating spatial regions, the latter latching on to objects (the finger metaphor
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is borrowed from Zenon Pylyshyn’s work to be discussed in Section 7.4). If
spatial attention is fundamental, then the Egly et al. effects are not evidence
for the presence of an attentional finger, but only of a modification of the
attentional spotlight. The effect is not due to the selection of the cued
rectangle, with the finger extending to the object. After all, the task does
not require that the rectangle be selected. Rather, cueing the rectangle
activates an appropriate shape representation that alters the shape of the
spotlight, as if one put a rectangular filter over it. Thus, objects affect spatial
attention without themselves being the target of attention.*

Duncan’s paradigm might be less susceptible to this worry since his task
involved focusing on features of one or two objects, so selection of objects
and their features is part of the task. There is another object attention
paradigm that also seems less susceptible to this worry, namely the multiple
object tracking (MOT) paradigm developed by Zenon Pylyshyn. As the
rubric suggests, the task is directed at objects to visually track them. In this
case, the empirical sufficient condition will be satisfied: subjects select
objects for the purpose of tracking, so they are attending to those objects.
Specifically, a subject observes a set of identical types of objects (circles or
squares) on a computer screen (Figure 7.3). A subset of these is cued to
identify them as the targets for tracking. The objects then move in an
unpredictable way. When they come to a halt, subjects are asked to confirm
that a given object was among the original targets or to identify all the targets.

Using this paradigm, Pylyshyn and coworkers showed that normal subjects
are able to accurately track about four to five objects. Indeed, it seems plausible
that attention is divided between distinct objects.

As Brian Scholl (2009) has noted, MOT is distinctive among the paradigms
in requiring extended and active attention to a scene under conditions that
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Figure 7.3 A depiction of the multiple object tracking paradigm, adapted from Scholl, 2001,
p. 9. In the first panel, targets are identified by flashing them. They then move in a
random fashion with subjects tasked with tracking the targets. After the targets
come to a halt, subjects are asked to identify the targets, say, by moving a cursor to
each.
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echo real world tracking conditions. The paradigm can be manipulated in
different ways yielding robust results. Pylyshyn, Scholl and others have
established many of the parameters affecting performance in MOT. For
example, subjects are capable of tracking targets even if the targets change
in color and, within certain limits, change in shape while they move.
Tracking can occur even if objects disappear momentarily behind an
occluder (Keane and Pylyshyn 2006) or when the objects are spatially
overlapping and do not move although their properties change over time
(Blaser, Pylyshyn, and Holcombe 2000).

There are, however, limits to tracking. For example, when a line connects
a target object with a distractor object, thus generating a more complex
object with parts, tracking of the target is impaired even when each object
moves independently (Scholl, Pylyshyn, and Feldman 2001). Scholl (2009)
suggests that attention spreads throughout the complex object, making it
difficult to track the target. Furthermore, when objects moved by breaking
into smaller units and then reforming at a subsequent location (as if they
were liquefied, then “poured” into the new location where they reformed),
subjects were again impaired in tracking (VanMarle and Scholl 2003). This
and other data suggest that MOT is object-based and is facilitated when
targets behave like normal objects. Overall, MOT provides a clear paradigm
where the target of attention is an object.

The next step is to connect object attention to demonstrative thought
about objects. First, one needs to explain how attention makes the object
available for thought. This focuses on a specific functional role of attention.
Second, some have argued that conscious attention is necessary for demonstrative
thought. Let us examine each step after examining how demonstrative
thoughts are distinctive thoughts.

7.4 Demonstrative versus descriptive thought

Consider perception-based (or perceptual) demonstrative thoughts about
an object, a thought entertained on the basis of a concurrent perceptual
experience of the object and typically expressed by the use of demonstratives
such as “this” or “that” (“demonstrative thought” henceforth means per-
ception-based demonstrative thought).” For example, imagine Jane pointing
at a building in a skyline and saying, “That is the tallest of the lot.” She uses
the sentence to express what she is thinking, and a companion can
understand her immediately by looking at what she points to. In contrast,
imagine that in a different time and place, a stranger reads a written report
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of Jane’s exact words. By merely reading the sentence, “That is the tallest of
the lot,” the stranger would not understand the specific thought Jane
expressed. Why? A natural answer is that the stranger would in some sense
not know which object Jane referred to with the demonstrative “that,”
something that Jane’s companion knows by looking at what Jane refers
to. This suggests two conditions for grasping Jane's perception-based
demonstrative thought:

(a) The know-which condition: one understands Jane's thought only if one
knows to which building she referred;

(b) The perception condition: seeing the building Jane was pointing to is
necessary to understand the perception-based thought she expresses.

(a) is controversial, but I will accept it. Understanding a demonstrative
thought, and yet not knowing which object the demonstrative refers to,
seems to be incompatible. The central question is how to understand (b):
Is seeing or some form of perception really necessary? Can’t one express
Jane’s thought in the absence of seeing the building and meet the know-
which requirement? After all, one can use a description: “the building
pointed [or referred] to by Jane was the tallest of the lot.” This allows one
to refer to the same building and seemingly express Jane’s original thought.
The stranger who was not with Jane can use the same ploy.

Nevertheless, there are reasons to think that there are two different kinds
of thought at issue: a demonstrative and a descriptive thought. To bring out
the difference, let us assume that (a) whatever concepts are, they are the
building blocks of thoughts, and that (b) the structure of sentences can
reflect the conceptual structure of the thoughts they express.® One might then
think that the thought expressed with the descriptive sentence is conceptually
complex, given the use of the definite description, “the building pointed to
by Jane.” In contrast, the thought expressed with the demonstrative seems
conceptually simpler. After all, understanding the description requires
having the concepts expressed by the words that make up the description
(“building,” “Jane,” etc.), while understanding the demonstrative “that” in
the context of use does not.” One need only look at the building to
understand what Jane says. Having the object in view in normal circum-
stances seems to be sufficient to grasp a demonstrative thought about the
object. One can then initially distinguish between demonstrative versus
descriptive thoughts: the former is conceptually simpler than the latter and
depends on perception in a unique way. There is much more to say about
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the idea of descriptive versus demonstrative thoughts and much that is
controversial. Our hypothesis is that there is a difference in the conceptual
structure of these two forms of thought and that perception allows for
grasp of the conceptually simpler demonstrative thought.® Might attention
also have an important role to play?

7.5 Is attention necessary for demonstrative thought?

We now consider the necessity of attention for demonstrative thought,
first with general considerations regarding selection for action that suggest
that attention is necessary, and then two proposals on more specific
implementations that might explain how attention provides for demon-
strative thought by playing a crucial role in making objects available in
perception.

7.5.1 Thinking as action

In Chapter 3, I argued for a conception of attention as selection for action.
From that perspective, the necessity of attention for perception-based
demonstrative thought seems plausible. Note that demonstrative thought
involves the deployment of concepts corresponding to the propositional
content of the thought. Thus, a demonstrative concept and a predicate
concept are joined to yield a complete demonstrative propositional content:
that (ball) is kickable or that (building) is the tallest of the lot. Begin then
with cases where one must figure out what to do or what to believe.
In such cases, thinking is active, something done in the service of one’s
broader epistemic or practical goals. Here, there is a Many-Many Problem:
so many possible items of thought and so many ways to think about those
items. One’s thinking will be constrained by current goals, whether determining
what to kick or making judgments about skyscrapers. Since perception-
based demonstrative thoughts are reliant on perception, yet demonstrative
thoughts by their nature target only a subset of what is perceived, it
looks like the specific dependence of a demonstrative thought on a specific
aspect of perception will require input-thought coupling: the visual
experience of a specific ball or a specific building is coupled to a thought
formed on the basis of that experience. But this coupling, I have argued,
entails attention, specifically attention to the target of the input state.
Thus, while the previous discussion has emphasized a close tie between
demonstrative thoughts and perception, it seems that it is specifically
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attention in perception which grounds demonstrative thoughts that are based
on what is currently perceived. This highlights how the necessity claim falls
quite naturally out of the selection for action view. Taking this claim
under advisement, let us then consider two more concrete suggestions about
possible ways that perception grounds demonstrative thought through
attention.

7.5.2 Fingers of instantiation (FINST)

Zenon Pylyshyn has taken MOT to highlight a fundamental and basic visual
capacity for individuating objects. Indeed, Pylyshyn notes that MOT was
developed to test a conceptual assumption, namely, that behavior and
thought depend on a primitive capacity for object individuation. Pylyshyn
invoked a metaphor of sticky, flexible visual fingers that could glom onto
and track objects in the world. If such fingers existed, what he called fingers
of instantiation or FINSTs, they should be deployed in visual tracking. So,
FINSTs were postulated on roughly a priori grounds and empirically tested
with development of the MOT paradigm. Tracking in MOT deploys the use
of multiple FINST tokens, one for each target tracked.

Pylyshyn (2007) argues that FINSTS serve as a basic mechanism of reference,
something that explains representation, but is not itself representational.
Specifically, FINSTs are a mechanism by which the visual system locks onto
objects in a way that is independent of representing the locations and
properties of those objects. On Pylyshyn’s account, FINSTs provide a con-
nection between the world and visual object representation by providing a
link to object files that can store information about the objects that are the
targets of FINSTSs. It is in the object file that representations of an object and
its properties first gets a grip, and Pylyshyn speaks of the contents of the
object file as conceptual, hence representational.” FINSTs provide a selective
informational channel linking a specific object to a conceptual representation
that can then be deployed in thought.

Earlier, I distinguished between the causes of attention and the targets of
attention. Pylyshyn invokes a similar distinction between the triggering of a
specific FINST token and the encoding in the object file of the property that
triggers the FINST. The crucial point is that a FINST can be triggered by
properties of its target without necessarily leading to the encoding of those
properties in object files. In light of experiments that show that subjects do
not retain much information concerning the properties of objects during
MOT, Pylyshyn notes that “nothing is stored in the object files under
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typical MOT conditions” (Pylyshyn 2007, 40), though information
regarding those properties could in principle be subsequently stored.'®

The facts that FINSTs serve object tracking and that object tracking
involves attention suggest that FINSTs are tied to attention. Brian Scholl
(2009) notes that “there may be nothing to MOT beyond attention” (55),
and this suggests that we should think of FINSTs as part of the mechanism
of attention. In contrast, Pylyshyn treats FINSTs as a preattentive mechanism,
something that precedes attention. For Pylyshyn, visual attention is directed
at visual objects, and this requires visual object representation. Given
that FINSTs serve the role of allowing for the representation of objects
(via an object file), they provide the materials on which attention operates.
So FINSTs are earlier in the visual processing hierarchy than attention,
and the deployment of a FINST does not constitute the deployment
of attention. Resolving the issue whether FINSTs are preattentive or
attention goes beyond our purview. Let us just note that if Scholl is right,
then we have a proposal as to why attention is necessary for demonstrative
thought, namely, that attention makes object representation possible
(cf. Treisman’s Feature Integration Theory where attention is the glue that
binds features together for object representation, Chapter 1). Without
attention, we would not be able to individuate objects so as to think
about them.

7.5.3 Selection and access; figure and ground

John Campbell (2011) has also made proposals on how attention makes
objects available for thought. His account emphasizes a distinction between
two aspects of attention: selection versus access. Recall that the gatekeeper view
asserts that one is conscious of a property only if one can or does access the
property. Campbell, however, suggests that consciousness should be tied to
selection. He argues that there are cases where we have selection of a
property in perception even though the subject is incapable of accessing the
property. Nevertheless, the subject is conscious of the property, so con-
sciousness outstrips access. Campbell suggests that this is true of young
children with respect to color. While their behavior demonstrates that they
are aware of color, children pass through a stage where they cannot reliably
apply color terms. They are not able to access color for verbal report and,
plausibly, for other tasks that require an ability to conceptualize color.
Campbell suggests that this is a case where a property can be selected in
vision without being accessed by conceptual processes. On this account,
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Figure 7.4 Black and white photos of Ishihara diagrams used to test for color blindness. In the
right diagram, a faint 12 can be discerned. No number can be seen in the left
diagram (the number 74 would be visible in the original colored diagram). Sub-
jects normally use color to individuate the object from background. In these two
cases, one is blind to the number on the left (what I called individuation blindness
in Chapter 5), and one can barely select the number on the right. Photographs
kindly provided by Cameron Wittig and used with his permission. © Cameron
Wittig.

there is a selective function of attention that is for consciousness, even if it
does not (yet) serve action.

Campbell argues that attentional selection of color allows the subject to
individuate objects in experience, specifically by distinguishing objects as
figure from background (figure/ground segregation). In this way, attention
can provide objects for thought. Consider Ishihara number-dot displays that
are used to test for color blindness where a numerical figure is made up of
dots in one color, the background in another (Figure 7.4).

For subjects with normal color vision, the number can be clearly dis-
tinguished from the background on the basis of a difference in color. That
is, the selection of the color of objects allows the subject to individuate that
object from background. For those who are colorblind, in that they are not able
to distinguish two distinct colors, the number is not seen because it cannot
be separated from background. Colorblind individuals are not able to select
colors in the relevant sense. In discussing such displays, Campbell notes
that “if you see the thing at all, you had to be using color to select it”
(330). Awareness of objects then requires attentional selection of its
properties.

There are two ways to understand the appeal to selection vis-a-vis figure-
ground segregation. On the one hand, a natural idea is that the relevant
figure-ground segregation is a basic visual computation that is needed if
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one is to have the visual representation of an object. At some point, that object
must be visually individuated from other objects and from the background.
On the other hand, figure-ground segregation might refer to the phenom-
enology of seeing a figure as against a background, and in that way indi-
viduating it from the background in one’s experience. I shall return to the
second, phenomenal conception of figure-ground segregation in a later
section, but let us briefly make an observation concerning the mechanisms
of selection that serve figure-ground computation as the relevant proposal
for attention. On this reading, attention serves as a basic mechanism for
visual processing that leads to the individuation of objects by vision. In that
way, it plays a similar functional role as a FINST in that it counts as a cau-
sally necessary condition for the individuation of objects if there is to be
visual representation of objects. The question then is whether the process
of selection needed for figure-ground segregation counts as attention or
simply as a selective mechanism. It is worth noting that the connection
between figure-ground segregation and attention has long been debated in
psychology. This is a complicated issue that we cannot delve into here, but
a central question is whether attention does influence figure-ground seg-
regation or whether such segregation is independent of attention (for a
recent overview, see Kimchi 2009; for a recent experiment that suggests
that segregation can be independent of attention, see Kimchi and Peterson
2008). Moreover, we might wonder whether figure-ground segregation in
this sense isn’t really just a subpersonal process that is necessary for personal
level awareness of objects.

There are many empirical issues that arise when considering FINSTs and
figure-ground segregation as two sorts of visual processing that are con-
nected to visual object representation. The interesting question is how they
are related to attention, and opinions differ. Perhaps the most ecumenical
approach here is to fall back on the selection for action account as the
broadest conception of attention. In doing so, we can see FINSTs and
figure-ground segregation as two mechanisms that contribute to the needed
object-thought coupling if we are to have demonstrative thought. That is,
those processes would arise in a discussion of how selection for action is
implemented in creatures like us. In this way, the two mechanisms are tied
to attention. There is more work to be done here in theories of the specific
role attention plays in demonstrative thought that are enriched by appeal to
fundamental mechanisms of object individuation. These are issues that
remain open, subject to collaborative work in cognitive science and philosophy.
The central point for our discussion is that the three proposals discussed in
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this section point to attention as necessary for demonstrative thought via
making objects available for thought. When attention is sufficient for
demonstrative thought is a key issue to which we now turn.

7.6 When is attention sufficient for
demonstrative thought?

Thinking generates thoughts in a way that is constrained and motivated by
one’s intentions. To think about a specific item perceived, attention must
couple thought to that very thing. In this case, attention serves to ground
an information link between thought and the world so as to make possible
a special way of thinking about the world. This section considers cases that
point to a critical role for conscious attention and then examines three recent
philosophical theories of demonstrative thought that provide a fuller story
of how conscious attention yields demonstrative thought. The issue to be
addressed is what more must be added specifically to attention so that it
can be part of a sufficient condition for demonstrative thought, whatever
further non-attention conditions are required (e.g., that the subject have
certain conceptual capacities, that normal conditions obtain, etc.). Mere
attentional selectivity of the unconscious variety might not be sufficient for
attention to play its necessary role. Attention might need to be conscious.

7.6.1 Blindsight and the sea of faces

Can unconscious attention serve to fix demonstrative thought? Recall that
attention-mediated coupling can be unconscious, as in the case of the
blindsight patient GY (see Chapter 4, Section 2). Yet, when GY offers
guesses regarding objects in his blind field, selecting those objects to
inform his reports, is he having the demonstrative thought that that object is
oriented vertically? This seems unlikely, at least on its face. He can’t see the
object in the way that we do. More likely, his thought is a descriptive one:
the object (probably!) in my blind field is oriented vertically. In tapping
into accurate information about that object, I suggested that GY is uncon-
sciously attending to those objects, i.e., selecting the object in unconscious
vision. Yet despite this, some feel that the deployment of attention by GY
does not suffice for a demonstrative thought, even if it supports a descriptive
guess. What is missing?

Perhaps what is missing is confidence and spontaneity. Imagine a blindsight
patient growing more confident as he understands his condition, recognizing
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that his blindsight is a reliable source of information about objects in his
blind field. Given this confidence, as he navigates the world, he might just
start producing “guesses” voluntarily, reports that he expresses with verbal
demonstratives. “That is red,” (is vertically oriented, square, etc.), he says.
But despite his use of a demonstrative in his utterances, does he express a
demonstrative thought? Why not say instead that he gives verbal expression
to the more complex descriptive thought attributed to GY? Our cognizant
blindsighter has learned to use the word “that” appropriately, but the
thoughts he is capable of entertaining remain the more complex descriptive
thoughts. His confidence and his appropriate use of the word “that” sponta-
neously and accurately does not suffice to allow him to move from a
descriptive thought to a demonstrative thought. The object remains, in
some sense, perceptually at a distance from him. If you have this intuition,
then even if the cognizant blindsighter deploys attention to make accurate
judgments of objects he does not consciously see, he continues to only have
descriptive thoughts about attended objects. The obvious bit that seems
missing from GY and the cognizant blindsighter is consciousness.

On the other hand, some might have the opposite intuition: the cognizant
blindsighter can entertain demonstrative thoughts about objects in his
blindfield. Imagine the cognizant blindsighter moving around the world,
and making judgments using demonstrative expressions. Imagine that when
queried which object he means to refer to, the blindsighter points at a
specific moving object, tracking it with his finger. He admits that in the
old days before cognizance, he would have felt like he was guessing, but
now, he understands his condition and simply refers and points. If this
subject can keep tabs on the object via unconscious attention in a way that
generates spontaneous and reliable judgments and actions, is it not plau-
sible that the attention-mediated coupling does allow for a demonstrative
and not merely descriptive thought about the object?'! Although I will
discuss demonstrative thoughts under the assumption that the blindsighter
is not capable of entertaining them, one should keep the alternative firmly
in mind.

Consciousness seems to some to be a crucial ingredient in making
demonstrative thought possible. So, does the introduction of consciousness
back into the mix secure demonstrative thought? Even this might not be
sufficient. John Campbell raises a relevant challenge in his sea of faces case.
Imagine being at a crowded dinner party where a companion singles out a
woman with the expression “that woman”. Normally, to understand the
demonstrative, one visually locates the woman in question, and in that way
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knows to whom the companion refers. Campbell asks us, however, to
imagine that our visual experience is as of a sea of faces such as when
looking at a crowded stadium. One has not yet visually picked out the
person in question. Now imagine that like the blindsighter, one is able to
offer reliable guesses when queried about this person. This comes as a
surprise. The judgments seem to be just lucky. In this case, one might feel
unable to grasp the demonstrative, “that woman,” despite conscious vision
and unconscious attention. Campbell writes:

It is only when | have finally managed to single out the woman in my
experience of the room, when it ceases to be a sea of faces and in my
experience | focus on that person, that | would ordinarily be said to know
who was being referred to. So it does seem to be compelling to common
sense that conscious attention to the object is needed for understanding
of the demonstrative.

(9)

The crucial element then is conscious attention, i.e., attention with a specific
phenomenal upshot. Campbell often refers to the highlighting of the object
by attention. This means that the story of attention’s role in fixing demon-
strative thought is more complicated than simply noting that attention
selectively allows objects to be coupled to thought. For some philosophers,
attention must be conscious. We now explore the recent work of three
philosophers who provide accounts of what is necessary for demonstrative
thought beyond the attention-mediated coupling of perception to thought.
All three accounts emphasize conscious attention, but they are also dis-
tinctive in that they invoke a normative dimension. While normativity is a
philosophically loaded concept, it is used here in a fairly thin sense to
capture a common feature of these accounts: namely, their appeal to some
notion of justification.

7.6.2 Attention and knowledge of reference: Campbell

John Campbell (2002) provided an important systematic treatment of how
attention grounds demonstrative thought.'? For Campbell, the relevant
notion of attention is not merely an information-processing notion, but
also a phenomenal one. Conscious attention of an object involves “experi-
ential highlighting of the object” (p. 2). In visually attending to an object, a
subject separates it from the background, rendering the attended object as
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in the foreground (p. 25). This suggests that there is a distinctive phe-
nomenal character tied to conscious attention, or at least a phenomenal
feature of those forms of attention that can serve demonstrative thought.
Attention phenomenally individuates an object so that one can think
demonstratively about it.

Campbell’s account of how attention provides for demonstrative thought
appeals to a connection between attention and knowledge of meaning and
reference. Recall the know-which requirement: one understands a demon-
strative only if one knows which object the demonstrative refers to.
Campbell’s proposal is that it is conscious attention that provides for,
indeed constitutes, knowledge of which object is being referred to. To
argue for this, Campbell begins with what he calls the Classical View that
provides an account of the cognitive role of one’s knowledge of the
meaning of a term. We can think of such knowledge as guiding one’s
response to a proposition. Specifically, “knowledge of what it is for a pro-
position to be true is what causes, and justifies, your use of particular ways
of verifying, and finding the implications of, that proposition” (24). For
example, one’s understanding of a scientific hypothesis (proposition) both
guides and justifies how one goes about experimentally testing it or the
theoretical consequences one draws from it. Thus, certain experimental
procedures a scientist undertakes make sense given what the hypothesis
claims. Correspondingly, a student who does not understand the proposition
lacks knowledge that guides appropriate behavior. Applied to demonstratives,
the Classical View holds that knowledge of the referent of the demonstra-
tive is what causes and justifies how one goes about verifying or responding
to demonstrative propositions. So, knowing which building Jane is pointing
to guides and justifies how one goes about testing whether it is really the
tallest of the lot. For example, one might compare other visible buildings in
relation to it or take measurements from it. Doing so makes sense, given
the thought Jane expresses.

Knowledge of demonstrative reference plays both a causal and justificatory
role, and Campbell argues that attention fills this role for demonstrative
thought. The causal dimension is captured in his causal hypothesis:

When, on the basis of vision, you answer the question, “is that thing F?”,
what causes the selection of the relevant information to control your
verbal response as well as the maintenance of this link is your conscious
attention to the thing referred to.

(13)
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On this view, conscious attention, a personal-level phenomenon, affects
subpersonal processing to serve a specific task, namely answering a ques-
tion. Attention does so by setting the goal of information processing,
which thereby brings it in line to serve a task. It identifies the target
towards which such processing is directed. Critically, it is only conscious
attention that is capable of target setting. For example, in manipulating an
object, conscious attention identifies the target to which motor processing
is directed in order to generate movement towards that object.'® The jus-
tificatory dimension is then cashed out through the goal of information
processing as determined by the object of attention. In selecting an object,
attention thereby sets the standard for assessing the success of information
processing. So, if an attended object is the target of a reaching movement,
the accuracy of reaching is assessed in respect of that target: In light of the
target, is the resulting trajectory correct? Is the prepared grip appropriate to the
structure of the object?

One way Campbell fleshes out the proposal is in terms of Anne Treis-
man'’s Feature Integration Theory (FIT; Campbell is not tied to FIT, and in
more recent work he appeals to a Boolean Map Theory of attention (Huang
and Pashler 2007)).'* According to FIT, the visual system encodes different
features in visual space via distinct feature maps, and attention can bind
those features together to yield an object representation. Campbell notes
two uses of feature maps where attention is involved. First, a “low-level,”
not necessarily conscious form of attention aids in the binding of features
to allow for object representations (recall his distinction between selection
and access). Second, once an object representation is secured, conscious
attention to the object allows the subject to tap into information available in
feature maps for use in verifying propositions about the object in question,
say, whether it is red or square. The story of attention, then, is that it sets a
target for processing that allows for the second use of features maps in
verifying demonstrative propositions about that target, a use that is justified
or appropriate given that attention targets the object in question.

When Jane points to the building and says, “That is the tallest of the lot”,
one can verify her proposition by consciously attending to the building.
Attention triggers a causal process that binds relevant features of the
building together to generate a representation of the building and makes
available information about relevant features from feature maps to inform
one’s subsequent judgment. It is then appropriate (justified) to draw on
feature maps in this way, given that the target of processing is the target of
attention: it is the building to which Jane demonstrates. That building is
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the goal of information processing and thus the standard for assessment of
subsequent activity. Accordingly, attention to an X can both cause and justify
the ways that one verifies propositions about X.'® Since attention plays the
role of knowledge of reference, Campbell takes it as constituting knowledge
of reference of the demonstrative. The necessary role of attention then is
not just in its causal dimension, its yielding a coupling of perception to
thought, but its doing so in a way that sets a standard for information
processing that serves our practical and epistemic goals. To do this, attention
must be conscious, and for this reason, the cases of standard blindsight,
cognizant blindsight, and the sea of faces do not identify a form of attention
that allows for demonstrative thought, since they do not involve conscious
attention.

7.6.3 The rational role of conscious attention:
Smithies

Declan Smithies (2011a) has also argued that conscious attention is
necessary for demonstrative thought. Like Campbell, he sees attention’s role
in this context as having a normative dimension. Yet while Campbell is
concerned with attention setting standards for information processing in a
way that is tied to knowledge of reference, Smithies emphasizes a link
between attention and justification. He argues for the necessity of attention
in demonstrative thought as follows:

(1) One has a demonstrative concept of an object O only if one has
information about O which provides immediate, defeasible justifica-
tion to form beliefs about O, and which one is able to use in forming
immediately justified beliefs about O;

(2) One has information about O which provides immediate, defeasible
justification to form beliefs about O, and which one is able to use in
forming justified beliefs about O, only if one has conscious perceptual
attention to O;

(3) One has a demonstrative concept of an object O only if one has con-
scious perceptual attention to O.

(Smithies 2011a, 32)

The concept bridging the premises is the notion of immediate justification for
beliefs. Central to Smithies’s conception of justification is a necessary role
for consciousness in explaining how perception justifies belief. For current
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purposes, we can think of perceptual justification in terms of perception’s
providing reasons for beliefs, where a reason is a consideration that speaks
in favor of a belief. Thus, one’s perceptual experience of a thunderstorm
can provide reasons for believing that there is a thunderstorm. Given this
conception of perceptual justification, there are two relevant questions.
First, why must perception be conscious if it is to play a justificatory role?
Second, why must attention be conscious if it is to play an epistemic role
in perceptual justification? For Smithies, each question is tied to two sepa-
rate senses of justification: (1) perception as having the property of pro-
viding reasons for belief (propositiondl justification); and (2) the use of
propositional justification in forming a belief (doxastic justification). Let us
briefly consider propositional justification before focusing on the role of
attention in doxastic justification.

Again, consider blindsight. As noted previously, blindsighters can make
accurate reports of their environment on the basis of vision, at least when
prompted. Still, blindsighters seem to be in a deficient epistemic position
regarding the world relative to normally sighted individuals, and one basis
of this deficiency seems to be the absence of visual consciousness. Smithies
elaborates the grounds for the intuition by noting that blindsight states do
not provide for immediate justification for beliefs, while normal conscious
visual states do. Perceptual justification is “immediate in the sense that it
does not depend on my having independent justification for background
beliefs about the reliability of my experience” (Smithies 2011a, 23). When
I have a good view of a ball and conditions are otherwise normal, I am
perceptually justified in forming beliefs about its shape, namely, that it is
round, without the need to justify the reliability of my experience in these
conditions. A blindsighter confronted with the same ball in the same con-
ditions can accurately report that the ball is round when prompted, though
this report will feel like a guess. The fact that the report feels like a guess
suggests an absence of available justification. To the blindsighter, the report
feels like a leap in the dark, not something that is grounded in a reason.

Are blindsight subjects guessing? Consider three notions of guessing.
First, blindsighters have the phenomenology of guessing, for it feels to them as
if their judgments are shots in the dark. They are keenly aware of the dif-
ference between the judgments that they issue on the basis of normal per-
ception of objects in their intact visual field and the guesses they are forced
to issue in respect of objects in their “blind field”. They feel at a loss with
respect to their blind field. This leads to a second notion of guessing, for
even if the blindsight subject issues a correct judgment about an object in
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the blind field, the blindsighter will not be able to articulate the reasons for
the judgment. The idea here is that the absence of phenomenal conscious-
ness of the object undercuts access to a sort of justification that is present
in the normal case. In that respect, felt guessing corresponds to genuine
guessing. The judgment is not based on reasons accessible to the subject. It
is this case that is central to Smithies’ discussion. Nevertheless, and this is
the final notion, the blindsighter is not rendering a judgment on the basis
of no information. After all, the blindsight judgment is informed by relevant
visual information in non-conscious channels, and the subject can tap into
this information. The judgment is not like the guess of those who have
closed their eyes or of the congentially blind who cannot in any sense see.
Guesses made without access to reasons, and guesses made on the basis of
no information, highlight a question about the type of access to an object
required for demonstrative thought: Must such access be conscious or can
it be based on unconscious information links?

Blindsighters can improve their epistemic standing with the help of further
beliefs. Cognizant blindsighters might be aware of their condition and
recognize that blindsight states are reliable sources of information about
the environment. Accordingly, cognizant blindsighters are justified in
forming the belief that the ball is round on the basis of their blindsight
states. They know that their blindsight is a reliable source of information,
and they can tap into it to form beliefs. For them, their reports are not
guesses. Still, there remains a salient difference between cognizant blind-
sighters and normal perceivers, for the justificatory role of perception in the
former is mediated, dependent on beliefs about the reliability of blindsight,
whereas for normal perceivers, perception can provide immediate justification
for belief. Reflection on blindsight suggests that it is consciousness that
explains the capacity for immediate justification provided for by perception.
Leaving matters at this intuitive level, let us ask: Why is conscious attention
necessary in order to use the justification that conscious perception makes
available?

Smithies notes that there is a distinctive phenomenology associated with
attention: “there is a phenomenal distinction to be drawn between the
attended foreground and the unattended background of one’s experience”
(Smithies, op. cit., p. 28). The question then is whether the distinctive
phenomenology of attention implies a distinctive epistemic role. Smithies’
description recalls Campbell’s talk of experiential highlighting, and as we
noted earlier, Campbell has argued that attentional selection is necessary for
separating an object from its background. So, one might think that the
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epistemic role of attention is to bring objects to the fore in experience to
enable epistemic access to them. This capacity is what differentiates us
from the blindsighter and the subject in the sea of faces case. Smithies’
emphasis is on attention as allowing the subject to use perception to justify
belief (doxastic justification). As he puts it:

attention plays a role not only in modulating the contents of experience,
but also in formatting the contents of experience in such a way as to
make them accessible for use in conceptual thought. Thus, attention to
an object is necessary for converting the contents of experience into the
contents of justified belief.

(30)

Smithies later elaborates the idea of formatting the contents of experience
in terms of solving the “binding problem” at the level of conceptual
thought, namely, by making possible the formation of beliefs where certain
properties are predicated of the attended object. The proposal is suggestive.
It is clear that Smithies focuses on attention as a form of access to the
propositional justification perception provides. In any event, Smithies’ dis-
cussion provides the basis for premise (2) of his argument, namely, that
immediate justification implies conscious attention. Premise (1) then is a
claim about the possession conditions for demonstrative concepts. Possession
conditions for a concept specify what conditions subjects must satisfy if
they are to count as having the concept. The issues concerning concept
possession are also outside our purview, so let us simply summarize
Smithies” premise: that possession of demonstrative concepts implies the
availability of immediate justification. Given (1) and (2), it follows that
to have a demonstrative concept of an object O, one must consciously
attend to O.

7.6.4. Reference, justification, and attention: Dickie

Imogen Dickie (Dickie 2011) has also presented an intricate and distinctive
account of the role of attention in demonstrative thought.'® Let us high-
light two elements in her account that also emphasize the causal and nor-
mative dimensions of attention’s role. On the causal dimension, Dickie
emphasizes that attention must be what she calls luck-eliminating: where
demonstrative reference succeeds in referring to an object, O, this is not
merely a matter of luck, and where it fails in referring to O, this is a matter
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of being unlucky. By way of an example of a luck-eliminating process, think
of any skilled activity as deploying capacities that are luck-eliminating, for
when an agent acts skillfully, the success of that act is not fortuitous. The
deployment of a skill, even basic skills like reaching for an object, sets in
motion a reliable process such that when the skill is successfully executed,
this is not a matter of luck, and when the process goes awry, this is often a
matter of being unlucky. The first idea then is that attention is this sort of
luck-eliminating process in the case of demonstrative reference, essentially
a skill that enables reference to objects. Consider in this context Pylyshyn'’s
discussion of FINSTs as a mechanism that links the world to object files,
where the latter are to be understood as conceptual representations. Dickie
draws on this work, conjecturing that perceptual demonstrative concepts
are object files of a certain provenance, namely, those whose informational
content is provided for by attention. The reliability of tracking as experi-
mental work shows seems to correlate with conditions where the target of
tracking is an ordinary object: MOT targets move through a spatiotemporal
path in a predictable way, with coherent changes to their structure. It seems
plausible to conclude that attentional tracking is reliable when and only
when the target of tracking is an ordinary object.!” The experimental data
suggests that the ability to attend to an X is precisely luck-eliminating when
that X is an ordinary object. Attention is just the sort of capacity to deploy
when one wants to refer to an ordinary object.

Dickie also provides a general argument for normative conditions on
reference and intentionality. Her argument for this is complicated, so I shall
give the intuitive version, drawing on two ideas. The first connects inten-
tionality to truth, and the second connects truth to justification. On the
first, there are clear ways that intentionality is connected to truth, as when
we give accuracy conditions as a way to spell out representational content:
the belief that O is F is true if and only if O is F Thus, the truth of the belief
is tied to what the belief is about. On the second, truth seems to be con-
nected to justification in that the better the justification for our beliefs, the
more they are likely to be true. Thus, by (1) connecting intentionality to
truth, and (2) connecting truth to justification, intentionality is connected
to justification. In the specific case of demonstrative thought, a condition
on demonstrative reference is justification that is conducive to successful
reference.

Dickie’s analysis of justification connects it to intention. Thus, while
Smithies focuses on theoretical justification (justification of belief), Dickie
focuses on practical justification (justification given intention). Further,
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while Campbell sees attention as setting the standards for information
processing, for Dickie it is intention that sets the standards that constrain
attention. Consider Robin Hood who is a skilled archer and intends to hit a
wand stuck into the ground at some distance. Given his intention, he
deploys his archery skills and hits the wand. The justification for his
deployment of the specific skills that he uses is due to the standard that his
intention sets, namely, the act he aims to perform. Given this standard,
his deployment of his archery skills is justified, since those skills are luck-
eliminating with respect to shooting an arrow at the wand. The skills are a
reliable route to his goal: if he hits the wand, he is not lucky, and if he
misses, then he is unlucky (e.g, a strong gust of wind blows the arrow off
course). The point is that the relevant skill is not just causally efficacious in
fulfilling one’s goals, but that those skills are what one ought to deploy
given one’s goals. In general, specific practical goals justify the deployment
of specific skills. The same structure holds for demonstrative reference.
Consider Campbell’s sea of faces case or Jane’s talk of a specific building. To
understand what the speaker is saying, what is being referred to, one must
locate a particular target. Communicative intentions often have reference as
a goal, to locate and think about a given object. In both cases, it is appro-
priate to deploy attention to fix reference, for it is a reliable process that
locks on to an object. Given referential goals, the deployment of attention to
a specific target is justified. Attention is a reliable, luck-eliminating process that
allows the mind to lock on to ordinary objects, say, in attention-mediated
object files.'®

The issues raised in this section are complicated and challenging, but
let us draw some lessons about the role of attention in demonstrative
thought. Campbell, Smithies, and Dickie agree that an information link is not
sufficient for demonstrative thought. In providing an account for how
attention can fix demonstrative thought, each focuses on a functional role
for attention that ties it to different notions of justification, whether setting
standards for judging the appropriateness of information processing
(Campbell), making available the use of propositional justification (Smith-
ies), or being connected to the subject’s referential intentions that justify
the deployment of certain luck-eliminating (indeed referential) skills
(Dickie). These accounts address what attention must ultimately bring to
the table if demonstrative thought is to be established. A normative
dimension is one additional element in the picture; a second is the role
of conscious attention. Let us conclude with the question of conscious
attention.
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7.7 Is conscious attention necessary for
demonstrative thought?

In arguing for the necessity of attention for demonstrative thought, I
deployed the selection for action account. That account, however, allows
that attention can be unconscious, and this raised the question whether the
cognizant blindsighter can have demonstrative thoughts. For Campbell,
Smithies, and Dickie, it seems that cognizant blindsighters cannot, for,
minimally, they lack conscious attention. But is conscious attention really
necessary for demonstrative thought? To set the final issue for this chapter,
let us consider the following comment by John Campbell:

If I am to understand a demonstrative referring to an object, it is not
enough merely that the object be there somewhere in my visual field; |
have to attend to it. But the attention that is needed here is, as it were, a
matter of experiential highlighting of the object; it is not enough that
there be some shifts in the architecture of my information-processing
machinery, remote from consciousness.

(Campbell 2002, 2)

Campbell’s talk of experientially highlighting an object recalls the phe-
nomenal conception of attention discussed in Chapter 4. That is, attention
is conscious in the sense that there is a what-it-is-like to attend to an
object, a distinctive phenomenology of attention, and it is conscious
attention that is needed for demonstrative thought.

In discussing the phenomenal conception of attention, I suggested a
different interpretation of James’s talk of attention as the focalization and
concentration of consciousness, namely, that attention is a way of responding
to consciousness and not itself a mode of consciousness. This suggests two
proposals for the role of attention in demonstrative thought:

(a) Attention is necessary for demonstrative thought, but it need not be
phenomenally conscious;
(b) Specifically conscious attention is necessary for demonstrative thought.

For (a), the additional element is just attention in the sense of coupling
conscious perception to thought. For (b), attention must also have a phe-
nomenal upshot. Let us grant for the moment that conscious perception is
necessary for perception-based demonstrative thought. The question then is
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this: Once we have allowed that, why is an additional phenomenal element
needed, namely, some attentional phenomenology? Why wouldn'’t conscious
perception, plus relevant attentional coupling between an object and thought,
be all that is needed with respect to attention?

Once we concede that consciousness in perception is necessary, an argument
is needed for the additional phenomenal element that attention is supposed
to bring. Smithies provides an explicit argument that attention is a dis-
tinctive mode of phenomenal consciousness, and this suggests something
like a corresponding attentional phenomenology:

(1) Attention is what makes information fully accessible for use in the
rational control of thought and action;

(2) But what makes information fully accessible for use in the rational
control of thought and action is a distinctive mode of consciousness;

(3) Therefore, attention is a distinctive mode of consciousness (Smithies
2011b, 248).

This argument leads to a distinctive conception of attention as rational access
consciousness. Specifically, Smithies distinguishes two types of functional role
that attention might play: a broader causal functional role where attention
causally influences behaviour, and a narrower rational functional role where
attention influences rational processes such as the justification of belief. A
theorist who takes attention as selection for action endorses a broader
functional role for attention and allows for unconscious attention as capable
of controlling behavior. This theorist takes Smithies’” rational control as a
special case of selection for action. Smithies’ narrower position holds that
attention is associated with rational role, and any process that plays only
the causal role is merely an ersatz form of attention. So, the selective pro-
cesses we noted in discussing the blindsight patient GY only demonstrate
ersatz attention, not genuine attention.

But why load the explanation in this way? Why not say that consciousness
is all in perception, and not in attention. One might question Smithies’
argument by invoking the distinction between accessibility and access:
attention isn’t what makes conscious experience accessible for thought,
consciousness in perception is sufficient to do that; attention in the context
of thought entails thought’s access to the deliverances of visual experience.
For in attending to an object to fix a thought, the object is coupled to
thought and, in that sense, accessed by thought. Experience’s being phe-
nomenally conscious is sufficient for the experience being accessible to
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thought (contrast blindsight); one only then needs to attend in experience
to access what is consciously perceived. Thus, one might replace Smithies
first premise with the following:

(1A) Attention is what makes information fully accessed in the rational
control of thought and action.

What makes information accessible, as per (2), is conscious perception. In
this case, the argument will not go through. The central disagreement then
is as follows: for Smithies, accessibility is tied to attention; for his oppo-
nent, accessibility is tied to conscious perception, while access is tied to
attention.'” How might we adjudicate this disagreement?

On Smithies’ account, what is attention doing to alter consciousness such
that it is now accessible to thought? Like Campbell, Smithies also speaks of
attention phenomenally rendering an object as figure to ground. The contrast
here is Campbell’s sea of faces example, for before attention is deployed,
objects are not individuated from ground. A sea of faces does not allow for
a single face to be accessible; rather, we have to individuate the object from
its background by attending to it. Only then is the object accessible. How
compelling is the sea of faces case in establishing the need for conscious
attention? I am severely myopic. When I take my glasses off, the faces in a
photograph in front of me become blurred, a sea of faces. Yet I can also
lock my eyes onto a part of the sea, say by selecting a property, perhaps a
patch of color. The faces still do not resolve, but I think about that thing (we can
allow, to eliminate guesswork here, that I know that the color patch I am
attending to corresponds to the color of a specific face). The idea here is
that certain ways of attending to a feature suffice for attending to the object
with that feature. Or do the exercise in a different way: imagine focusing on
an object so as to think about that object, and then, perhaps through manip-
ulation of the air or of your brain, blur things so that objects become
indistinct. In focusing on a property that remains visible, one might still
maintain a lock on that object. So, the proposed phenomenology might be
decoupled from, and thus not necessary for, demonstrative thought. What
remains is an information link that attention establishes, connecting conscious
perception to thought.?® There are many questions to be answered here,
but let me emphasize the minimal position which should be the default position
since all parties in the debate can agree to it: vision-based demonstratives
require conscious vision and attention suitably deployed. The remaining
question is whether attention so deployed must itself be conscious.
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7.8 Summary

This chapter has investigated object attention and how attention to objects
serves perception-based demonstrative thoughts about objects. Attention
might do so by making objects available in perception, perhaps by affecting
basic perceptual processing, or it might do so as part of a general condition
on thinking as an activity where attention mediated coupling links an
object to one’s thinking. Still, while many acknowledge that attention is
necessary for perception-based demonstrative thought, there remain several
questions that still need addressing:

1. While attention is necessary for demonstrative thought, how precisely
does it provide for demonstrative thought (i.e., what is a sufficient
condition for demonstrative thought)?

2. Is consciousness in fact necessary for demonstrative thought? That is,
might our cognizant blindsighter be capable of demonstrative thought?

3. Is conscious attention necessary for demonstrative thought? Might
nonphenomenal attention plus conscious perception be enough?

The three philosophers we have discussed have made the first foray in
exploring the central role of attention in grounding demonstrative thoughts
about objects. This provides a firm foundation to make an attack on these
essential questions about our ability to think about the world.

Suggested reading

Evans (1982) is an early, difficult, and richly rewarding discussion of
demonstrative thought. Campbell (2002) provides an important discussion
of reference where attention is front and center. Dickie (2011) and Smithies
(2011a) provide recent philosophical theories of demonstrative thought
where attention plays a central role, and both have forthcoming mono-
graphs discussing the issue. Pylyshyn (2007) presents his theory of fingers
of instantiation (FINSTs) and applies it to explaining thought about the
world. Scholl (2001) provides a helpful discussion of object attention and
Scholl (2009) examines multiple object tracking (MOT) with emphasis on
attention. Shomstein (2012) provides an overview of the possible mechanisms
underwriting object-based attention.
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Notes

1 Another target we shall not discuss is attention to time. There is some
recent work by lan Phillips (2012) with reference to interesting psycholo-
gical experiments on this issue.

2 There are other dependency conditionals that might also seem plausible at
first glance.

If S attends to object O which is located at location L, then S attends
to L.

If S attends to feature F of O, then S attends to O.

If S attends to empty space L, then there must be some feature F at L
that S attends to.

3 See also Baylis and Driver (1993) and Baylis (1994). Ulric Neisser and
Robert Becklen (1975) made an early contribution in identifying non-spatial
forms of attention. Neisser and Becklen aimed to provide a visual analog
of some dichotic listening experiments. Specifically, they provided subjects
with two streams of visual information to the eyes as auditory attention
theorists provided two verbal streams to a single ear. Neisser and Becklen
superimposed two videos, one video of two pairs of hands playing a
slapping game (player A lays hands on player B's hands where B tries to
slap A’s hands, including making feints as well as actual attempts), the
other video of three individuals passing a basketball back and forth. Both
videos fall within the same spotlight of attention. Subjects either had to
count the number of slapping attempts or the number of passes (this
paradigm was later adapted in inattentional blindness work, discussed in
Chapter 5). What Neisser and Becklen showed was that subjects could
selectively track the relevant events with very high accuracy. This accuracy
was drastically reduced, however, when subjects were required to attend to
both events. Again, there seems to be a difference in response within the
same spatial region. Subjects could selectively attend to events, such as
the passing of a ball or the slapping of a hand, even when these events
were superimposed spatially. Similar results were demonstrated in static
displays regarding overlapping colored figures by Irvin Rock and Daniel
Guttman (1981).

4 Two models of object-based effects have been discussed recently. On the
first model, the attentional spreading hypothesis, once an object is cued,
attention automatically spreads within the confines of the cued object.
Sarah Shomstein (2012) has suggested that this automaticity has two
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components: the construction of a spatial gradient of attention at the
point of the cue, and the top-down modulation of the spread of attention
within the object (Martinez et al. 2006, 298), with the object representa-
tion being a determinant of top-down influence. An alternative model, the
attentional prioritization hypothesis, endorses the first form of automaticity,
namely the automatic spread of attention from the cue, but argues for a
more flexible deployment of attention in respect of the object. Thus, while
attention can spread selectively within a cued object, attention can be
variably deployed given task demands. We can think of this as a form of
top-down modulation that is goal-driven and, hence, potentially controlled
(see definitions in Chapter 1, Section 7). In this prioritization model,
object representations might be the basis of selection, rather than merely
constraining spatial selection.

Much impetus for the prioritization model comes from work by Shomstein
and Yantis (2002) who reported eliminating object-based effects on
attention when target position was known with certainty. On the prior-
itization model, given known target position, there was no benefit for the
subject to deploy attention to other parts of the object, so there was no
observed object-based advantages to those parts. Chen and Cave (2008)
have offered a different interpretation that is more consistent with the
spreading account, but these matters remain an open empirical issue (for
recent reviews, see Chen 2012 and S. Shomstein 2012; I'm grateful to
Sarah Shomstein for discussion). Wannig et al. (2011) provided evidence
that, as early as primary visual areas (V1), there seems to be an automatic
spread of attentional modulation, namely, gain modulation, to neural
representations of non-task relevant stimuli. Their results suggest that not
only is there increased response to lines that are targets of attention, as
recorded in neurons whose receptive fields are stimulated by that target,
but also increased response to lines that are not targets of attention, but
which stand in certain gestalt unity relations to the targets, namely, coli-
nearity. No such effects were observed for task irrelevant lines when those
lines did not stand in gestalt relations to lines that were targets of atten-
tion. Attentional modulation might automatically spread to task irrelevant
objects if those objects are grouped to target objects, i.e., when the targets
in question formed a larger gestalt group.

5 There are other demonstrative thoughts that are based on memory or

testimony that we will not discuss. Note that we should distinguish
between demonstrative thoughts and demonstrative expressions. On a
classic and influential discussion of linguistic demonstratives, see (Kaplan
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1985). For a pioneering discussion of demonstratives in thought that dis-
cusses this distinction, as well as non-perception-based demonstrative
thoughts, see (Evans 1982).

6 There are many complicated issues here about the relation between
thoughts and the sentences that we use to express them. | am assuming a
type of isomorphism between sentences and thoughts that, for current
purposes, is harmless. But it is easy to see that the same sentence type
can be used to express different thoughts. Think of the sentence, “How |
love you!” said sincerely and said ironically.

7 This is controversial, for one might think that a sortal is implicitly needed
to lock on to the building, as opposed to its shape. The sortal helps to
direct attention in an appropriate way. Still, the description also contains a
proper name, and it is not clear that in understanding Jane’s thought, one
needs to invoke Jane. It may be enough to follow her gaze or her pointing.
For now, | will fudge the issue by imagining that the relevant target drives
attention bottom-up and independent of conceptual mediation.

8 This distinction resonates with Bertrand Russell’'s (1910) distinction
between knowledge by acquaintance and knowledge by description.

9 Pylyshyn speaks of FINSTs as “nonconceptual” but it is important to note
that when philosophers speak of the nonconceptual, they have in mind a
certain kind of representational content, namely, one that does not involve
concepts. When Pylyshyn speaks of FINSTs as nonconceptual, he is not
thinking of them as representational. Rather, they are nonconceptual
because they are not representational.

10 Which properties of tracked objects are used by a FINST to enable MOT?
If the targets were visibly distinct, say, where targets are circles and dis-
tractors are squares, then distinct features could explain selective tracking
(here, being a circle). But in typical MOT experiments, the targets and
distractors are the same shape, and need not vary on any other visible
feature. A second possibility is a target’s spatial location, yet while location
can explain how we initially individuate targets from distractors at the
beginning of a MOT experiment, they do not explain individuation once
objects begin to move, since targets will now continuously change loca-
tions. Another possibility is target trajectory. In one experiment, however,
where objects disappear behind an occluder during MOT, tracking was
observed to be better when the object reappeared at the location where it
disappeared rather than at the location predicted by its projected trajectory
(Keane and Pylyshyn 2006). This does not mean that trajectory isn’t the basis
of tracking (disappearance might trigger other mechanisms like memory for
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last known location), but it does suggest that which properties causally sustain
MOT is a complex issue. For Pylyshyn, the crucial point is that the constant
element to which FINSTs are locked is an object and not its properties.

11 Sean Kelly (2004) and Mohan Matthen (2006) raise similar questions in
discussing John Campbell’s work.

12 See also (Evans 1982) for an important treatment of demonstrative
thought where attention plausibly figures in the notion of an information
link that allows for tracking an object. Campbell’'s work advances the
debate in that it brings out attention explicitly, drawing on relevant
empirical work.

13 While there are certainly empirical challenges to the causal efficacy of
conscious experience, Campbell’s response draws in part on an influential
picture of the role of conscious vision in action proposed by Melvyn
Goodale and David Milner (2004): conscious vision sets the targets for
(unconscious) visual programming of motor behavior. Milner and Good-
ale’s basic picture also involves attention: attentional effects on visual
areas tied to consciousness yield conscious experience of those objects,
where this experience can identify the target for unconscious visual gui-
dance of movement. There are metaphysical worries about the causal
efficacy of consciousness and, indeed, of the mental, even if Milner and
Goodale are correct about the circuitry in the visual system. We set these
metaphysical challenges aside. An important question is how the personal
and subpersonal levels might appropriately interact, how conscious con-
tent affects mere information processing. In answer to this, Campbell
speaks of a commensurability between personal and subpersonal systems.
The link between the systems is achieved by what Campbell calls “top-
down commensurability” or, to use ideas discussed in Chapter 2, goal-
directed commensurability. In particular, conscious attention sets the goal
for information processing by identifying a target. As the target is located
in space, location can be used to bridge personal and subpersonal levels.
This is not to say that spatial location is the entire story, but Campbell
suggests that it provides a plausible way in which commensurability
between the two levels can be achieved.

14 For Huang and Pashler (2007) “visual attention, in its most fundamental
sense, is a selective visual process that governs access to consciousness”
(599). This is a version of the gatekeeping view. The key concept in Huang
and Pashler’s theory is a Boolean map, which they argue is the “mechan-
ism of visual access” and “corresponds to the information that can be
consciously apprehended at one instant based on vision ... an observer’s
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visual awareness corresponds to one and only one Boolean map at any
given instant” (602). A Boolean map is a spatial representation that par-
titions visual space between an area that is selected and one that is not.
The Boolean map then corresponds to the selected area. The represented
locations precisely cover relevant stimuli such as visible objects (“one
should imagine the map as being ... shrink-wrapped to conform tightly to
the object” fn. 2, p. 601). In other words, spatial representations are tied
tightly to objects. Features are represented in Boolean maps, but a map
can only represent one feature-value per dimension, e.g., one color, shape,
or orientation. When a Boolean map flags a feature in this way, it is
labeled. Huang and Pashler argue that (a) location is obligatorily encoded;
(b) that only a single feature value can be selected at a time; (c) only a
single feature value can be consciously accessed at a time, and yet (d)
multiple locations can be accessed at a time.

Campbell’s discussion emphasizes that conscious attention is a personal-
level phenomenon, and yet the model he uses to explicate the role of
attention in causing and guiding personal-level processes—namely, FIT—
plausibly concerns subpersonal processes. One might put the worry as a
question: Does a subject really use feature maps, or is it rather a sub-
personal system that uses these maps? If the latter, then one worries that
the story does not explain how conscious attention justifies the subject’s
way of verifying propositions via the use of feature maps because it isn't the
subject who uses feature maps. To draw on Campbell’s relational view of
experience, the subject uses the object and its features to verify propositions.
| am grateful to Dickie for making available to me drafts of her monograph
on reference and demonstrative thought that is under contract with
Oxford University Press.

Dickie’s current work draws on additional empirical sources to explain the
reliability of attention in delivering information about objects.

Dickie argues that the mind has a basic need to refer to particulars. It is
an interesting question whether we have such a general need. A detailed
argument for this claim is given in her manuscript of her monograph on
reference and thought.

There is an analogous contrast in a disagreement between Ned Block and
Jesse Prinz on cognitive accessibility. Prinz holds that attention is neces-
sary to make perceptual representations accessible to working memory;
Block, perhaps, can hold that perceptual representations of the right sort
are already accessible to working memory, but that attention is needed for
accessing those representations.
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20 In the discussion of conscious attention and phenomenal salience, | noted
something that is relevant here, namely, that the salience of an object
might be explained by demonstrative thought about that object. In other
words, it is the demonstrative thought that explains, in special cases, our
sense of a distinctive phenomenal highlighting in attention. If so, such
highlighting cannot also be the basis of demonstrative thought.



THE EPISTEMIC ROLE OF
ATTENTION

8.1 Introduction

The final chapter focuses on the epistemology of attention, an area where
there is need for much further discussion and much exciting work to
be done. Two large topics are on the table: attention in justification and the
role of attention in introspection. As philosophical work in these areas is in
an early stage, the discussion will be more cursory than in previous chapters.
The goal is to raise questions that point to areas where more exploration is
needed. There are rich opportunities in the epistemology of attention.
Section 8.2 recalls the distinction between propositional and doxastic
justification, and briefly considers whether attention is necessary and/or
sufficient for the former. Section 8.3 then presents a general argument that
attention is necessary for doxastic justification because it is necessary for
the “epistemic action” of figuring out what to believe. This recalls the role
of attention in agency, as discussed in Chapter 3. Section 8.4 turns to a
possible counterexample to the necessity of attention in doxastic justification.
Section 8.5 then pivots to discussing the role of attention in introspection,
and makes some preliminary remarks about introspective attention of perceptual
consciousness, that is attention used to inform introspective judgments
about the phenomenal character of our perceptual experience. Section 8.6
then provides the Direct Model of Introspective Attention where the target of
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attention is the phenomenal character of experience (thus, a form of
introspective feature attention). Section 8.7 introduces the Transparency Model
of Introspective Attention where attention that serves introspection is para-
doxically directed outward to the external world. The advantage of this model
is that it can appeal to a well-studied form of attention, namely, attention
in perception, but there are significant challenges for the model, as dis-
cussed in Section 8.8. Section 8.9 then turns to elaborations of the Direct
Model by Brie Gertler and David Chalmers. On their models, introspective
attention is inwardly directed, and has some interesting properties. The
question, then, is what the grounds are for positing the existence of this
inwardly directed form of attention as distinct from the forms discussed in
earlier chapters.'

8.2 Attention and justification

Here is a basic case: normally, when I have a visual experience of a blue car
passing by in front of my eyes, this leads to a belief that there is a blue
car passing by me. Given that the circumstances are normal (eliminating
hallucination, evil demons and aliens, tricks, strange beliefs, and the like),
the resulting belief is based in an epistemically appropriate way on my
experience. In part, this is because the experience provides evidence or
reasons for my belief and in that way justifies it, and I form my belief on
that basis. On this telling, perception plays a rational role in belief formation,
namely, in justifying my belief.

Attention is important as well, for it seems that whether I form the belief
about the car depends on whether I notice the car. For assume that I fail to
notice it because attention is diverted elsewhere (though see Section 8.4).
It seems likely that I will not then form the relevant belief about its color—
or indeed any belief about it—based on my perceptual experience of it. If
so, my experience provides evidence regarding the color of the car, but
given that my attention is directed elsewhere, I do not notice the evidence
and do not take advantage of it. The same points can be made using
“reason” instead of “evidence”: my experience gives me reason for a belief
which I do not respond to given my inattention (I will be somewhat lax
about usage of “reason” and “evidence,” using them interchangeably). So,
it seems that attention might be needed to use evidence or available reasons
to inform my beliefs. It is a further question, however, whether attention is
needed for the experience to provide the evidence that it does. After all, a
natural thought is that the evidence is there whether I notice it or not.
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Having evidence or providing reasons is one thing; noticing and using it is
another.

The previous chapter invoked a distinction that is relevant in this con-
text: propositional versus doxastic justification. Propositional justification
can be characterized as follows:

Propositional Justification: if experience E provides reasons, evidence or
support for p, then E propositionally justifies p.
(from Nico Silins and Susanna Siegel, forthcoming)

It is a small step to then speak of E as propositionally justifying a belief with
the content p. As noted earlier, a subject might have an experience E that
justifies the belief that p, yet not form that belief. So, the subject can have
an experience that provides propositional justification without ever taking
advantage of it. Doxastic justification occurs when the subject forms that
belief appropriately on the basis of E: The belief that p is doxastically justi-
fied by E.* Doxastic justification of the belief that p by E implies proposi-
tional justification of that belief by E. With this distinction concerning
justification in place, one can then ask about the epistemic role of attention
by considering its possible connection to propositional and doxastic justi-
fication.

Given the earlier point about noticing, it seems that attention plausibly
has a role in doxastic justification, a matter to be discussed in more detail.
Let us consider propositional justification and attention so as to set it aside.
This is a topic that deserves greater consideration, and the only goal of the
current discussion is to note cases that have been deployed to elicit intui-
tions about the epistemic role of attention. This allows us to get a general
sense of the lay of the land. Here are some cases to pump intuitions. One
might think that attention has little to do with propositional justification,
but consider an intuitive case (and I emphasize, this is just to pump
intuitions). Consider blindsight subjects who are prompted to report on a
stimulus in their blindfield, say a vertically oriented line. Even if these
subjects hazard correct guesses (“the line is vertical”), one might be
inclined to deny that their blindsight states provide propositional justifica-
tion for their guesses. If blindsight is phenomenally like seeing in the dark
or literal blindness, then one might wonder how there can be vision-based
propositional justification in such cases. After all, there is nothing visually
there for the subject to respond to, no subjective sense of the world. Fur-
thermore, even if one adds attention into the mix, as seems plausible, since
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blindsight subjects are responding to a specific stimulus to inform their
response, propositional justification still looks to be missing (recall the
work with the blindsight patient GY discussed in previous chapters). If
propositional justification was missing before attention in blindsight, it is
not secured simply by adding attention. Assuming that this gloss on blindsight
conforms with your intuitions, it suggests that attention would not be suf-
ficient for propositional justification in blindsight. Blindsighters select
information from their blindsight states to yield accurate guesses, but those
states do not provide propositional justification. Again, one might have
different intuitions, but let us develop this line of thought, for, as seen in
the last chapter, blindsight has been used as a device to test intuitions about
attention.

What if one adds consciousness into the mix but without attention? This
recalls John Campbell’s sea of faces case discussed in Chapter 7: a subject is
surveying a sea of faces trying to locate the person being talked about.
Although the subject cannot lock attention onto the person, at least in a
phenomenal sense of locking on, oddly, the subject can provide accurate
reports about the person. In one sense, the subject is like the blindsighter,
for the accurate reports are guesses in that the subject cannot articulate the
reasons or grounds for her reports about the targeted person (although
recall that the subject is not guessing in the sense of giving a report on the
basis of no information, as if her eyes were closed. See Chapter 7, Section
7.6.3). In another sense, the subject is different from the blindsighter, for
the subject is visually conscious, with no region of the visual field in
darkness or phenomenally blinded. Does the subject in the sea of faces case
have propositional justification for the resulting accurate reports, even
though the reports are guesses? Here, intuitions might not be as clear.
Some might hold that the subject has propositional justification since per-
ception is conscious. This is the ingredient missing in blindsight, and once
it is restored, perception-based propositional justification is available. The
problem for the subject in the sea of faces case is that she cannot use per-
ception in doxastic justification, for attention is defective. Others might
hold that propositional justification is not present because attention is
not functioning appropriately. If so, then attention might be necessary for
propositional justification.

For myself, I find it hard to have strong feelings either way as to whether
attention is necessary or not for propositional justification. Perhaps the
same will be true of you. Still, it might be hard to accept that attention is
necessary for propositional justification. Perception is one thing, attention
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another, and it is perception that provides propositional justification. If
propositional justification is a property of perceptual experience, then it
does not necessarily depend on attention, but is fixed by the subject’s per-
ceptual state. Nevertheless, there are arguments that suggest two ways in
which attention is necessary for propositional justification: (a) attention
might be necessary for there to be propositional justification at dll; and (b)
attention might be necessary for specific instances of propositional justifi-
cation, say, an experience propositionally justifying a specific belief that p.
Thus, one argument concerns a general requirement on propositional jus-
tification; the other a requirement on specific instances of propositional
justification.

An argument for the general case relies on the gatekeeper view. If conscious
perception is necessary for propositional justification, then if the gatekeeper
view is true, attention would be necessary for propositional justification,
since attention would be necessary for conscious perception. An experience
can have the property of providing perceptual justification as such only if
the subject is attending to the world so as to yield perceptual conscious-
ness. Thus, gatekeeper theorists might endorse the view that attention
is mecessary for perception to provide reasons for belief in propositional
justification.

The argument that ties attention to specific propositional justification of a
belief is different, and it is less clear that there are philosophers who
endorse the resulting view. To construct the argument, one must cobble
together different theoretical claims. Some philosophers hold that proposi-
tional justification, i.e., perception’s providing reasons for belief, depends
on perception being conceptual in the sense of having conceptual content
(McDowell 1994; Brewer 1999). The background assumptions are that
beliefs have conceptual contents if any mental states do (concepts are the
building blocks of thoughts), and only conceptual contents can serve as
reasons for belief states. On this view, if perceptual states can serve as rea-
sons for beliefs, then perceptual states must have the same kind of contents
as beliefs, namely conceptual contents (this is a controversial claim; for
an early response, see Peacocke 1992). This seems to intellectualize per-
ception in the sense of holding that the contents of belief and experience
are of the same kind, so creatures without concepts, and thus the capacity
to have conceptual thoughts, cannot have perceptual experience of this
concept-involving kind.?

Let us assume then that perception has conceptual content. If one also
holds that the relevant perceptual conceptual content, say, the content of a
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visual experience that that car is blue, is available only if one attends to the
car and its color, perhaps because attention must be focused to bind the
relevant concepts together in perception, then it would follow that atten-
tion is required for specific cases of propositional justification (this adapts
some ideas on attention and conceptual binding gestured at in Smithies
2011b).* Thus, take the visual experience that the car is blue, an experience
that provides reasons for believing that the car is blue. On the current view,
attention to the car and perhaps its color is necessary for perception to
have the conceptual content that the car is blue. Only then is there propo-
sitional justification of the relevant kind for the belief in question, namely,
a belief that p that is propositionally justified by the experience that p. It is
not clear, however, that anyone holds this specific view even if its various
components are held by different philosophers. Still, these are certainly
matters requiring further exploration. Epistemologists are at the beginning
of sustained philosophical discussion on these matters from the perspective
of a serious engagement with attention.

8.3 Is attention necessary for doxastic justification?

The answer here seems obviously, “Yes,” given the earlier example of
noticing: to form a belief on the basis of experience, one must notice the
relevant aspects of experience. This suggests a more general way to argue
for the necessity of attention for doxastic justification, one that draws on
our discussion of attention and agency in Chapter 4.° Let us begin with an
observation by John Turri:

In evaluating beliefs we are evaluating a kind of performance, the perfor-
mance of a cognitive agent in representing the world as being a certain
way, and when performing with materials (which, in cognitive affairs, will
include reasons or evidence), the success, or lack thereof, of one’s per-
formance will depend crucially on the way in which one makes use of
those materials.

(Turri, 2010, p.315)

Certainly, in many cases, this description seems exactly right. If belief aims
at truth, then fixing belief involves figuring out the truth. Figuring out the truth
is often a cognitive activity, something done intentionally, in a goal-directed
way. How effectively this activity is carried out depends on the manner of
execution and on the materials at hand. To focus on perception-based
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beliefs, good epistemic standing depends on whether experiences provide
propositional justification and whether beliefs are formed in a way such
that they are doxastically justified. In aiming for the truth, one often has to
do two things: searching for relevant evidence or reasons, say, by looking or
otherwise experiencing the world, and considering and weighing the evi-
dential options. Will it rain in the afternoon? One could, of course, hazard
a guess, but to know the truth, one will look for and assemble relevant
evidence and, on the basis of that evidence, form a belief about the weather.
For example, one can ask a knowledgeable friend or just look outside.

For mundane cases of figuring out the truth, there is a cognitive action, and
where there is action, the Many-Many Problem will apply. One simply has
to delineate the relevant behavior space, in this case an epistemic behavior
space. Specifically, the space is structured by inputs as sources of evidence
for belief and the outputs as beliefs. Generally, there are many kinds of
sources of evidence or reasons: experience, beliefs, memories, and such. I
will focus on a subpart of a typical epistemic behavior space, namely, where
the inputs are perceptual experiences and the outputs are beliefs that could
be caused by those experiences. There are then three experience-belief
mappings to consider. The simplest mappings link experiences and beliefs
that have contents with the same accuracy conditions, e.g., the belief and the
experience that p. More complicated mappings link beliefs whose contents
are propositionally justified by the available experiences, a category that will
include more beliefs than in first case where experience and belief have the
same content. Finally, there will be beliefs that are only apparently propo-
sitionally justified by the set of available experiences. That is, a subject
might falsely think that certain beliefs are propositionally justified by a
certain experience and form those beliefs on that mistaken basis. Adding
this third type of belief into the mix yields a complicated behavior space
where experiences are connected to: (a) beliefs with which they share the
same content; (b) beliefs for which the experiences provide actual propo-
sitional justification (which include (a)); and (c) beliefs for which they
provide apparent propositional justification, from the subject’s perspective.
Of course, the space is more complicated than this, but the current layout
suffices for our discussion. The epistemic Many-Many Problem then defines
a space of possible perception-based beliefs. That there are so many possible
paths is driven by the idea that the path one takes depends on what one
notices (i.e., attends to).

“Base” here is used in a broader sense than it is in epistemology where
much focus has been directed at the basing relation. Ram Neta writes:
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[The basing relation] is that relation the obtaining of which makes it the
case that the reasons that stand on one side of the relation are the reasons
for which the creature holds the belief that stands on the other side of the
relation. In other words, the basing relation is that relation which is such
that, when it obtains between a belief B and a reason R for which the
belief is held, its obtaining is what makes it the case that R is the reason
(or at least a reason) for which B is held.

(Neta, 2010, p.109)

If one thinks that visually experiencing that the car is blue provides evi-
dence for one’s belief that the car is blue, then, where believing that the car
is blue is based in the relevant way on experience, this is a case where the
perceptual reason is one’s reason for that belief. In this case, the belief is
well-founded. Here, the evidence propositionally justifies belief and the
relevant basing relation holds, so the belief is doxastically justified. The
more general notion of basing as used to define the epistemic behavior
space includes the epistemic basing relation as among the mappings linking
perception to belief. It is one among many ways to form one’s beliefs. In
the epistemic behavior space, there are three salient cases for experience E
and belief B where B is based (in the general sense) on E:

1. E propositionally and doxastically justifies B (i.e., B is properly based
on E);

2. E propositionally, but does not doxastically, justify B;

3. E does not propositionally justify B, yet B is based on E.

Recall that the space characterizes the goal-directed activity of figuring out
what to believe. Since beliefs aim at the truth, one figures out what is true
in figuring out what to believe. It is natural in this context to “look™ for
specific evidence or good reason, and in this way, interrogate one’s putative
evidential sources selectively. When one finds relevant evidence, one focuses
on it, considers it, and evaluates it in respect of other evidence. Attention is
part of this activity of focusing, interrogating, and considering. Call the
epistemic behavior space at issue the space of experience-based belief. The
argument for the necessity of attention for doxastic justification is just
the argument for the necessity of attention for beliefs based on experience
in the cognitive activity of figuring out what is true. As doxastic justifica-
tion is one of the three forms of basing noted previously, the necessity of
attention for doxastic justification follows from the necessity of attention
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for cognitive action. To figure out what is true is an activity that culminates
in traversing a specific path in behavior space, and the selectivity at issue,
namely, the specific belief formed in light of a specific perceptual experi-
ence, implicates attention. Think of attention here as selection of percep-
tual content to inform the fixation of belief. So, in the cases of cognitive
activity for the sake of determining what to believe, attention is necessary
for basing belief on experience in the general sense of basing, and a fortiori
attention is necessary for doxastic justification where a specific epistemic
basing relation is required, whatever that relation turns out to be. It follows
then that the epistemic basing relation will involve attention.

In light of this, one can now bring the distinctions discussed in earlier
chapters on board to formulate specific questions:

Does doxastic justification entail a specific form of attention, say top-
down/bottom up and/or controlled/automatic attention in respect of
the relevant experience?

Does doxastic justification entail specific targets or combination of targets
of attention, say, of an object, feature or space in respect of the relevant
experience?

Does doxastic justification entail conscious attention in respect of the relevant
experience?

These are still fairly general questions, but the point is that, to the extent
that attentional selectivity has a role to play in doxastic justification, there is
much work to be done to sort out the precise role that attention plays.
These are open questions that need answers. To delve into this a bit further,
let us now consider a counterexample to the necessity claim.

8.4 Might attention not be necessary for doxastic
justification?

Nico Silins and Susanna Siegel (forthcoming) have raised doubts about
whether attention is necessary for doxastic justification even if it often
serves this role. Here is one of their cases:

Consider a distracted subject navigating the environment, such as a dis-
tracted driver, or a walker lost in thought. Such a subject can still adjust
their behavior in response to the environment in a way that is not merely
instinctive, operating the brake, the clutch, the defrosting system, the
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steering wheel, and so on. Further, they arguably can do so while
remaining distracted from the environment, without their attention being
captured by the obstacles that they are successfully avoiding, or by the
equipment that they are manipulating. Despite being superficially auto-
matic, such behavior is far from being a mere reflex, and has a strong
claim to being rational. In addition, the subject would satisfy the central
diagnostics for having various beliefs about her immediate situation, such
as the belief that the car is running and operating as it should be. They
are disposed to endorse this proposition if asked, and they are acting in a
way that would be advisable, given their desire to continue driving, if the
proposition is true. In such a case, their inattentive experience is feeding
into well-founded perceptual beliefs.

In presenting this example, Silins and Siegel are targeting a specific
phenomenal conception of attention, similar to experiential highlighting
(see Chapter 4). Since the previous section focused only on attentional
selection as a functionally characterized notion, we can now raise an issue
that was broached in earlier chapters: Is the required form of attention a
functional kind or a phenomenal kind? One might hold that conscious
attention is required in order to fix belief. Silins and Siegel’s example sug-
gests that attention in the phenomenal sense is not necessary for doxastic
justification. One can have well-formed beliefs about items that are not
phenomenally highlighted in experience. If this is correct, then doxastic
justification does not entail conscious attention. This is in line with concerns
raised in the last chapter regarding the necessity of conscious attention for
demonstrative thought.

Let us push their argument further and ask whether it shows that attention
is not necessary in doxastic justification.® Much rides on what inattention
ultimately comes to, and this ties in with our earlier, brief discussion of
partial attention (Chapter 3). In characterizing attention as selection for
action, attention has a necessary connection to coupling. To the extent that
there are multiple instances of coupling in performing a task, i.e., multi-
tasking, one can quantify degrees of attention in terms of degrees of coupling.
Thus, in multitasking, a subject might select multiple items for action, and
in inattention, select fewer items. Alternatively, one can capture inattention
by drawing on the contrast between control and automaticity, with atten-
tion correlated with the amount of control, inattention with the amount of
automaticity. In this case, distraction is where attentional control decreases.
One can also discuss inattention in terms of the distinction between
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conscious and unconscious processes, and, like the control/automaticity
case, ascribe increasing inattentiveness to decreasing consciousness. There
may be other possibilities, but this will serve as a start.

The question is whether doxastically justified beliefs about an object
require attention to that object.” The distracted subject in the previous
counterexample, however, need not fail to attend to relevant objects, even if
her experience of that object is inattentive. She can still be attending to the
object even if she is thinking about something else. Given that thought
about X can entail (cognitively) attending to X, the fact that the subject is
lost in thought about something else is just a way of being less attentive to
the environment. If one characterizes inattention in terms of coupling,
then there is one less selective process deployed in perceptual selection and
one more selective process directed elsewhere; on the control/automaticity
view of inattention, it is less control in perceptual selection, with control
shifted towards thought; and in the conscious/unconscious view of inat-
tention, it is less conscious selection of the environment, with conscious
selection apportioned to thought. If one of these approaches is adequate,
then there is an explanation of attending to an object inattentively. Yet
inattentive attention is still attention.

The current line of thought suggests that while Silins and Siegel’s counter-
example might show that conscious attention is not necessary for doxastic
justification, this leaves untouched the idea that attentional selectivity with
respect to perceptual evidence is necessary for doxastic justification. This
touches on one of the three questions posed at the end of Section 8.3:
Does doxastic justification entail conscious attention in respect of the rele-
vant experience? The present answer is, “No”. The main point, however, is
that once attention’s role is clear, a set of interesting questions about dox-
astic justification emerge. There is much work here to do in clarifying the
epistemic role of attention in justification.

8.5 Introspection and attention

In the remainder of the chapter, I shall consider attention in introspection, a
distinctive source of knowledge about one’s own mental states. Introspection-
based beliefs seem in many ways epistemically privileged. One traditional
way of understanding privilege is that introspection-based beliefs are cer-
tain or infallible. Famously, Descartes made much of this feature in his
Meditations, but these days, philosophers are much less inclined to take
introspection-based beliefs as infallible except in very specific cases. Rather,
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philosophers agree that introspection-based beliefs are fallible, yet are
typically epistemically superior to perceptually-based beliefs (but see
Schwitzgebel 2011 for a dissenting view).® My introspection of my pain
state that leads to my belief that I am in pain seems to put me in an epis-
temically privileged position vis-a-vis my pain, as opposed to your belief
that I am in pain formed on the basis of your observing my behavior. There
are many complicated issues regarding the epistemic privilege that intro-
spection possesses over perception (see Gertler 2011 for a comprehensive
overview of self-knowledge). Our focus will be on attention as it figures in
introspection, and specifically in introspection of ongoing perceptual
experience.

The challenge is to explain how attention works to secure a demonstrative
belief about a specific phenomenal feature of ongoing perceptual experi-
ences, say, the phenomenal feature associated with the experience of color,
of pain, or of the pitch of a sound. This is an underexplored topic, and yet
attention seems central to introspection-based beliefs about consciousness.
Let us focus on two models of attention in introspection, or as I will refer
to it, introspective attention: (1) introspection that involves attending to the
inner, mental world; and (2) introspection that is (paradoxically) achieved
by attending to the outer, external world.

Plausibly, introspection depends on a form of attention that enables
selective thought about mental properties. Introspective attention is attention
that grounds introspective thought, that is thought about the mental. This
capacity is a familiar one. Consider Frank Jackson’s (1982) story about
Mary who, on being released from a chromatically colorless room, sees red
for the first time and knows immediately what it is like to experience red.
That she can focus on the specific phenomenal feature associated with
experiencing redness, as opposed to familiar phenomenal features asso-
ciated with experiencing shape, texture, or achromatic colors, implicates a
selective grasp of that feature. This suggests that she attends to a specific
phenomenal property among the many that her visual experience exem-
plifies. In general, to think introspectively about a phenomenal feature, one
has to select that feature against many other such features. Call this the Many
Phenomendal Features Problem, a version of the Many-Many Problem (Chapter 3).
Introspection relies on attentional selection that yields a solution to this
problem.

As with any form of attention, introspective attention can be characterized
in terms of its inputs and/or its outputs. Let us start on the input end with
the target of introspective attention. If introspection relies on attention,
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then the relevant form of attention is naturally individuated from other
forms by its distinctive target, namely, the mental. More specifically, it
might be a species of object attention, as when one introspects mental events
like an experience, or a species of feature attention, as when one introspects
the phenomenal character of those experiences or their intentional prop-
erties. As I shall focus on introspection of phenomenal character, I shall
focus on introspective attention as feature attention. But consider now the
output end. At least part of what makes this form of attention introspective is
that it is geared towards enabling thought about the mental. The two
models of introspective attention to be considered agree about the output
of introspective attention, but disagree about its input. Thus, they are both
models of introspective attention in that attention informs introspective
thought; they simply take attention to be directed in different ways on the
input side.

The distinctions applied earlier to attention are applicable here. For
example, introspective attention can be automatic or controlled, bottom-up
or top-down (see Chapter 1). Introspective attention can be controlled and
top-down, as when one attempts to ascertain facts about one’s mind and
deploys attention as a way to answer questions about it: Is current vision
blurry, or is it that the object is merely fuzzy? Here, there is an epistemic
action, figuring out what is right in respect of the state of one’s mind.
Attention can also be automatic and bottom-up, as when a pain drives one
to certain thoughts about it (“gosh, not that again™) or when Mary cottons
on to a previously unknown phenomenology of chromatic color experi-
ence, say the phenomenal character associated with experiencing red
(“that’s what it’s like!™).

It is important to emphasize the possibility of bottom-up and automatic
attention. Sometimes, it is claimed that introspective attention must be
top-down in the sense of being cognitive. Thus, David Chalmers writes:

As with all acts of demonstration and attention, phenomenal demonstration
and attention involves a cognitive element. Reference to a phenomenal
quality is determined in part by cognitive elements of a demonstration.
These cognitive elements will also enter into determining the content of a
corresponding direct phenomenal concept.

(Chalmers 2003, p.237)

Ernest Sosa speaks of selective attention in introspection as “the index
finger of the mind” and then comments that:
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Of course the requirement of such a mechanism of attention would seem
to import a need for some presupposed non-demonstrative content to
the attention, which means that such demonstrative reference could not
be conceptually fundamental.

(Sosa 2003, 279, fn. 5)

These claims might be perfectly correct for top-down introspective atten-
tion, but there might nevertheless be a bottom-up form of introspective
attentional capture that yields a conceptually simple demonstrative thought
about that (a phenomenal feature). Think of a sudden strange, alien feeling
that one does not know how to categorize, a feeling that suddenly enters
consciousness and drives the question: What is that?

Let us now consider two ways of unpacking the notion of introspective
attention. It is fairly uncontroversial that introspection involves attention to
phenomenal features at least in the sense that one can deploy a selective
capacity to fix a thought about those features. But what exactly is this
selective capacity?

8.6 The Direct Model of introspective attention

When one introspects a current visual experience, one can, on the basis of
introspection, form a judgment or otherwise think about the phenomenal
properties of the experience. A natural model of introspective attention is
the Direct Model:

Introspective
Perceptual Attention . Introspective
Experience *  Judgment

Figure 8.1 The Direct Model of Introspection.

Introspective attention, represented by the arrow, is what allows the subject
to form an introspective judgment about a specific aspect of experience.
The arrow can be understood to indicate a causal process, or one can leave
it open that there might be non-causal ways of unpacking the contribution
of introspective attention (see Section 8.9). Furthermore, one can think of
attention as occurring at two stages, first in introspective attention that
grounds the introspective judgment, or in the introspective judgment itself,
construed as a form of cognitive attention, a thought about a specific



THE EPISTEMIC ROLE OF ATTENTION

phenomenal property. This judgment then constitutes the subject’s awareness
of the phenomenal property.

The previous model is “basic” in the sense that it captures the idea of an
internally directed capacity that grounds internally directed thought. Here,
attention’s input and output are focused inwards: one attends to a specific
phenomenal character of experience and as a result one thinks about it.

8.7 The Transparency Model of introspective
attention

There is another possible model of introspective attention. Let us begin
with an observation by Gilbert Harman:

When Eloise sees a tree before her, the colors she experiences are all
experienced as features of the tree and its surroundings. None of them
are experienced as intrinsic features of her experience. Nor does she
experience any features of anything as intrinsic features of her experi-
ences. And that is true of you too. ... Look at a tree and try to turn your
attention to intrinsic features of your visual experience. | predict that you
will find that the only features there to turn your attention to will be fea-
tures of the tree.

(1990, 667)

Harman voices what I will call the transparency observation: attempts to introspect
phenomenal properties in the sense of intrinsic features of experience lead
attention to the external world. The transparency observation has been used
as the basis of an argument against qualia theories of phenomenal con-
sciousness or in favor of representationalist theories of consciousness (see
especially Tye 2000). There are genuine questions, however, whether the
transparency observation can support such arguments (for critical discussion
see, among others, Kind 2003, Martin 2002, Molyneux 2009, Siewert 2004,
and Stoljar 2004). I shall, however, sidestep these broader debates and
focus on something explicitly raised in Harman'’s transparency observation:
the role of attention.

Note that Harman makes a prediction: “Look at a tree and try to turn
your attention to intrinsic features of your visual experience. I predict that
you will find that the only features there to turn your attention to will be
features of the tree.” The claim is that attention locks on to the external
world. A sense-datum theorist, however, will remain unimpressed, for they
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will deny that one is thereby directly aware of the external world. For all
one can tell, the sense datum theorist continues, attention is locking on to
sense data or internal mental objects that one mistakes for something
external. I think this is a plausible initial retort, but rather than getting
bogged down on this issue, I assume realism in the sense that attention
does lock on to the world (one can treat this as a hypothesis).

The transparency observation then suggests the Transparency Model of
introspective attention of perceptual experience

Introspective
Attention Introspective
Judgment

World

Figure 8.2 The Transparency Model of Introspection.

Recall that “introspective attention” means attention as used in introspection.
Given the Direct Model of introspective attention, which I take to be the
intuitive one, the Transparency Model is radical. On the Transparency
Model, the target of introspective attention is not perceptual experience,
but the external world. Thus, introspection is in a sense outwardly directed in
that it depends on perceptual attention. Yet introspection is, definitionally,
inwardly directed. If introspection involves introspective attention, then an
inwardly directed capacity relies on an outwardly directed one, perceptual
attention. This seems paradoxical. The fundamental difference, then,
between the Direct Model and the Transparency Model is that while they
agree that attention informs introspective judgments, they disagree about
the inputs to attention, i.e., the targets of attention. The Direct Model takes
the target of attention to be the mental; the Transparency Model takes it to
be the external world.

A pressing question is how attention to the external world can support
judgments about experience. Still, a route from the external world back
to the mind is readily available. One's experiences are intentional and
thus about the world. In attending to the world through experience one
gains information regarding what the experience is about. That is, one
gains information about the intentionality of experience. If the Transpar-
ency Model is correct, then one accesses the phenomenal character of
experience by accessing what one’s experiences are about. Where perceptual
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content identifies what is experienced, attention provides reflection with the
content of experience and, in that way, points to an aspect of what
experience is like.

The challenge then is to explain how perceptual information that is
normally selected to inform thought about the external world gets detoured
to inform thought about the internal world. But this need not be difficult to
understand, at least in outline. In forming a thought on the basis of perception,
one brings concepts into play, namely, whatever counts as the building blocks
of thought contents. When one thinks about the external world, one deploys
“empirical” concepts, i.e., concepts about the external world. These con-
cepts then engage with the deliverances of perceptual experience to provide
for perception-based thoughts. Similarly, introspection yields thought about
the inner world, and if the deliverances of perception about the external
world have some relevance to our understanding of the mental world,
specifically in respect of the intentionality of experience, then again, per-
ception need only engage appropriate concepts, in this case concepts of the
mental. Thus, one will call on psychological concepts, including concepts
regarding experience.

The major challenge to the Transparency Model, then, is not how perception
of the external world provides material of relevance to our understanding
of the mental world, but rather to explain how one acquires the specific
concepts of the mental that one uses to think about consciousness, since
acquiring these concepts might also require introspective attention (see
Section 8.9). Since these concepts are about the mental, it would then
seem that introspective attention, at least in some of its forms, has to be
internally directed. Thus, even if the Transparency Model is true for many
cases, fundamentally, the Direct Model is basic. The latter is needed to
explain the acquisition of psychological concepts of experience that the
former simply assumes.

The Transparency Model seems congenial to representationalist accounts
of phenomenal character (see Chapter 4). For, on those views, content
is or determines phenomenal character, so if the Transparency Model
shows how to attend to content, i.e., to what one experiences, it thereby
explains how to attend to phenomenal character. There is a slight compli-
cation for those representationalists who do not identify content with
phenomenal character since a second step might be needed to move from
content to phenomenal character, but set that aside. Transparency also
seems congenial to relationalists about experience, since on that account,
phenomenal character is constituted by the perceived properties of objects,
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so attention to those external features is just a way of attending to what
constitutes the phenomenal character of experience.

I began with the transparency observation which, taken at face value,
supports a Transparency Model of introspection. There are reasons to worry
whether the model is viable, but let us note one positive reason to accept
it: it renders introspective attention relatively intelligible, for introspective
attention just is perceptual attention used in a distinctive way to inform
thought about the mental, and there are detailed philosophical and
empirical accounts of perceptual attention (see Chapters 1-3). The Trans-
parency Model is thereby a serious account of introspective attention
despite its somewhat paradoxical stance that one attends to the inner by
attending to the outer.

8.8 Challenges for the Transparency Model

Things are, of course, not that simple. If introspective attention just is
perceptual attention deployed in a different way, then an account of the
former depends on an account of the latter. But the identity claim raises a
host of questions. First, introspective knowledge is regarded as typically
epistemically superior to perceptual knowledge, yet the Transparency
Model seems to obliterate that advantage since it identifies introspective
attention with perceptual attention. At best, introspection looks like it can
be no better than perception. This is a significant challenge that must be
addressed, but I shall continue to focus on the nature of introspective
attention by raising a different challenge.

Sometimes one has vivid hallucinations, experiential states that clearly
have phenomenal character yet where there is no corresponding object in
the world. When visually hallucinating pink elephants, there are in fact no
pink elephants as one experiences there to be. Accordingly, there is no
appropriate external object to attend to. Yet no one doubts that one can
introspect hallucinatory experiences reliably and accurately, and in such
cases, it seems that one can have direct knowledge of the nature of those
experiences by introspection. Introspection must lock onto the pinkness of
the elephant, yet there is nothing that is actually pink to attend to! What
then is the target of introspective attention in hallucination such that it can
lead to knowledge of the features of hallucination?

This is a version of a challenge to relationalist accounts of perceptual
experience, namely that they cannot explain the phenomenology of hallu-
cination (or illusion).” After all, relationalists account for phenomenal
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character by focusing on external objects and their properties, but these
are absent when the subject hallucinates. Representationalists might feel
more confident here, for their point is that qualitatively identical veridical
experiences and hallucinations share the same intentional content. So,
one can access the shared phenomenal character of hallucinations and ver-
idical experiences by attending to content. But can one attend to content?
Recall the simple notion of content as what one perceives. This notion
fits seamlessly with the basic transparency observation: what one perceives
is the world attended to. Yet for representationalists, content is a technical
notion that refers to an abstract entity, something that determines
an accuracy condition. Such entities are variously conceptualized as Fregean
senses, Russellian propositions, or sets of possible worlds. We need
not discuss the details behind these options, but simply note that which-
ever of these is chosen as the contents of mental states, the object of
attention will thereby be an abstract entity. Yet the perceptible world is not
abstract but concrete. This shift from a simple to a technical notion
of content threatens to spoil the transparency observation. It is not imme-
diately clear how the Transparency Model can explain introspection of
hallucination.'®

The advantage of the Transparency Model of introspective attention is
that it can appeal to a rich body of work on perceptual attention that fle-
shes out its account of introspection. Yet that work treats attention as
directed to the world. In light of hallucination, the Transparency Model of
introspective attention threatens to become disjunctive, telling one story for
veridical perception (attention to physical objects and their instantiated
properties) and another for hallucination (attention to abstracta or unin-
stantiated properties, if to anything at all). Once attention to something not
in the world is on the scene, one might just wonder why not bite the bullet
and opt for a uniform account? It is content in a technical sense (contents
that determine accuracy conditions) that is a common factor in the per-
ceptual states one introspects, whether they are veridical experiences or
hallucinations. So it is content that is attended to in introspecting both
types of experience. Such a view essentially jettisons the transparency
observation that ties attention to the physical world, and if it is jettisoned,
why not opt for a more basic view: in introspection, one directly attends to
a phenomenal property, an internal feature of experience. From the point
of view of good sense, that can be no worse than attending to contents in
the technical sense, and it has the advantage of providing for a uniform
account: in both hallucination and veridical experience, introspective
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attention is locked onto the same thing, phenomenal character. This returns
us to the Direct Model of introspective attention.

8.9 Direct attention to phenomenal character

The challenge to proponents of the Direct Model is that they need a story
about introspective attention, for they assert that one can attend directly to
phenomenal character. Brie Gertler (2001) and David Chalmers (2009,
chap.8—10) have presented accounts of introspective attention.'' For both,
attention allows one to think about those phenomenal features in a unique
and immediate way.

Gertler spells out her account in terms of phenomendl state introspection (PSI):

S introspects her occurrent phenomenal state token a with phenomenal
character F, iff S has an occurrent mental token b which is such that:

1. a is embedded in b;
2. b refers to F; and
3. 2 is true partly in virtue of 1.
(Gertler, 2001, p.307)'

This provides a metaphysical and semantical framework for introspection
that can be spelled out in more explicitly psychological terms by adding
attention: When a subject attends to an experience a exemplifying phe-
nomenal feature F so as to form a judgment b about that phenomenal
character, then the judgment embeds the experience as a part. So, if I attend
to my visual experience of a red rose and specifically to the visual phe-
nomenal character associated with seeing red, the resulting judgments
about that experience can embed the exemplification of the phenomenal
character as a part. A complex mental state results where the judgment
refers to the embedded phenomenal character. Gertler also emphasizes that
it is embedding that enables direct reference to F (hence, clause (2) in PSI
might be helpfully rewritten as “b directly refers to F,” since the embedding
also explains the referential directness).

What is the significance of “direct”? In part, directness in light of
embedding emphasizes a distinctive first-personal aspect of introspective
attention. For example, one might make judgments about another person’s
pain states by neuroimaging, looking at the person’s brain activity. Similarly,
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you could image your own brain, and in that way get evidence regarding
your mental states. Gertler considers a case where a brain scan reveals that one
is in a neural state N which, for argument’s sake, is necessarily correlated
with mental state M. Accordingly, one can on the basis of the neuroimage
form the judgment that one is in M. This judgment is clearly formed in an
indirect way, one that depends on perception of the image. There’s nothing
special or uniquely first-personal about such access, as an external observer
has the same kind of access to the mental state via neuroimages. If such
access is indirect, one can define direct access negatively in terms of a
contrast with the indirect route to M provided by perception.

It would, however, be better to provide a positive characterization of
direct access. A natural response would be to invoke attention as oriented
directly at the relevant internal property, but recall that the current chal-
lenge is to say more about the nature of attention here. Gertler’s positive
proposal is to appeal to embedding. When a judgment embeds its referent
in light of attention, this allows for a distinct relation between the judg-
ment and what it refers to such that reference failure is impossible. That is, if
reference to some phenomenal feature is a result of embedding it, the
phenomenal feature referred to cannot fail to be there. In that sense,
reference failure is impossible. This provides a contrast to perception-
based, indirect forms of reference, as in the neuroimaging case. Embedding
allows for a contrasting direct form of reference.

Crucially, embedding is not a causal relation, but secures reference by
constitution, i.e., by making the referent literally part of the referring state. In
this way, embedding makes available direct ways of thinking about phe-
nomenal features. Gertler conceives of the resulting phenomenal concepts
as demonstrative concepts. In Chapter 7, I discussed perceptual demon-
stratives and the role of attention in securing demonstrative reference.
Phenomenal demonstratives differ from perception-based demonstratives in
that attention is directed at phenomenal features. Yet while both types of
demonstratives depend on attention, there is, again, a critical contrast. Many
perceptual demonstratives require a descriptive component to secure
reference, say, an accompanying sortal term (that cow):

When we perceptually demonstrate something, we use an implicit
descriptive component so long as we presume that the referent must be
something to which we stand in an appropriate causal relation. And this
presumption is always present in perceptual demonstration.

(Gertler 2001, 315)
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Phenomenal demonstratives, however, secure reference independently from
either descriptive mediation or the use of ordinary means of demonstration,
such as pointing. Rather, attention to phenomenal features is sufficient for
securing demonstrative reference to those features. Gertler speaks of these
demonstratives as pure (phenomenal) demonstrative concepts.

Chalmers’ account shares many of the same structural features as Gertler’s.'*
One possible difference is worth mentioning in this context. Chalmers
takes attention to explain embedding while Gertler does not, at least not
explicitly (Chalmers suggests this reading in his 2003, 169, fn 15). On
Chalmers’ account, embedding (clause (1) in PSI) and reference (clause
(2) in PSI) have a common basis: introspective attention. So, PSI can be
fleshed out in light of Chalmers’ proposal of the role of attention in this
way: attention to a phenomenal feature is sufficient for embedding it in a
judgment, a constitutive relation that allows for a distinctive sort of direct
reference to that feature, one where failure of reference is not possible.
Chalmers refers to the resulting phenomenal concepts as direct phenomenal
concepts.'* T think Chalmers’ elaboration is a reasonable proposal of the
function of introspective attention in securing reference for phenomenal
concepts, and since it is compatible with Gertler’s framework, I shall
assume that both Gertler and Chalmers accept that introspective attention
explains embedding.

Gertler and Chalmers fill out a version of the Direct Model that has many
striking features, but I shall keep focus on the nature of introspective
attention. I have been contrasting the Direct Model with the Transparency
Model, and it seems that the capacity for introspective attention differs
between the two. That is, each posits a distinct psychological capacity for
attention. On the Transparency Model, attention is directed to the external
world; it cannot literally be directed inward. Furthermore, attention in
transparency is not sufficient for embedding. It does not, after all, embed
external world objects or features into any resulting judgment.'® Challenges
to the Transparency Model aside, it has the virtue of appealing to a fairly
well understood psychological capacity: perceptual attention. On Gertler
and Chalmers’ version of the Direct Model, introspective attention can
directly lock on to phenomenal features and, in doing so, embed those
features in judgment. There is something intuitive about their version of
the Direct Model, but since they posit a different type of attentional capacity,
one with different functional properties, what more can be said about it?
Gertler raises the possibility that the notion of attention here is a primitive
one, not further analyzable (she does not necessarily endorse this option).
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Perhaps that is true, but the question I want to raise is this: Can one even
isolate this capacity?

Harman’s original observation assumed that one can intentionally deploy
introspective attention, the capacity currently at issue. That seems relatively
uncontroversial: one has enough of a grasp of the capacity to use it volun-
tarily. But now consider a challenge inspired by Harman's observation.
First, visually attend to some object in the environment. Clearly you know
how to do that. Is the item you are attending to hot pink? If not, then think
about its color and how it relates to other colors (or whatever thought
tickles your fancy). Clearly, thinking about the color and perceptually
attending to it invoke two different capacities. You can tell these capacities
apart, and you know when you are deploying one rather than the other:
focus on the attending and then on the thinking. Both amount to two dif-
ferent ways of attending to color, one perceptual, the other cognitive.

Now focus again on the color of the object you are attending to. Notice
its shape, texture, and location. Now shift your attention to the corre-
sponding phenomenal character for each external feature you were just
visually attending to. Shift attention across the many phenomenal features
your experience exemplifies. Something different is happening when you
attend to the external world and then shift to the inner, but here is the
challenge: What is the difference? There is a shift of attention, but what if
the shift is just in the output of perceptual attention, namely, toggling
between thought about the world to thought about the inner, and not in
the nature of the selective process that informs thought. This shift in output
is a shift in cognitive attention from being directed at the external world to
being directed at the internal. That is, the shift from perceptual to intro-
spective attention is just a shift in thought. This is a version of the trans-
parency observation, here applied to attention rather than the objects of
attention. The point is that this shift in the output of attention might suf-
fice to capture the idea of introspective attention to the inner as advocated
by the Direct Model. If the Direct Modeler disagrees, then the question for
them is this: Where in all the various deployments of attention in the
previous exercise is the form that suffices for embedding?

Let us be clear on the nature of the challenge to the Direct Model.
It begins with the natural idea that one can attend to the mind. Yet con-
fronted with a competitor that identifies introspective attention with per-
ceptual attention geared towards an introspective thought, the Direct
Model was revealed as inadequate: it had no story to tell about the nature
of attention beyond the natural idea. Gertler and Chalmers do better,
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but the capacity of attention extracted from their discussion is a striking
one, namely, a capacity that embeds the phenomenal feature in the result-
ing judgment. The previous challenge was simply that while one can
recognize the deployment of cognitive and perceptual attention, one does
not discern a third form of attention, that capable of embedding. I think this
is puzzling.

It is not clear that we have as yet good reason to postulate the existence
of introspective attention of the embedding sort, but perhaps the argument
in favor of introspective attention of this sort is a theoretical one: one must
postulate such a capacity to explain the phenomenon of introspective
judgment that is epistemically privileged. This would be a theoretical posit
about the existence of some capacity where positing its existence best
explains the data. More discussion of this point is needed. In many ways,
philosophy of mind began with Descartes’ cogito: I think therefore I am. A
natural reading of the cogito is that it assumes that subjects can be aware that
they think via introspection. The previous discussion has, I hope, brought
out how crucial attention is to introspection and how many questions
about introspective attention have yet to be even articulated, let alone
addressed. There is much exciting work yet to be done.

8.10 Summary

Attention is epistemically significant. There are hints of this in the discus-
sion of propositional and doxastic justification, especially if figuring out
what is true and what is reasonable to believe is an epistemic activity. For
then, the issues raised concerning agency and attention in Chapter 3 arise
here as well. Attention is needed, at least for doxastic justification, because
forming beliefs can be an action that the agent undertakes in figuring out
what to believe. In addition, fixing thoughts about consciousness also
seems to involve attention, and the challenge is to figure out what sort of
attention is required. On the one hand, introspective attention might just
be a special way of deploying perceptual attention, a capacity that is
understood fairly well. On the other hand, introspective attention might be
a new form of attention, in which case more work needs to be done to
understand its properties. Introspective attention is itself epistemically sig-
nificant in that our understanding of it will be tied to the specific epistemic
properties of introspective beliefs, such as its putative infallibility in special
circumstances and its epistemic advantages over perception in other
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circumstances. These are issues that philosophers are only beginning to
tackle and there is much exciting work to be done.

Suggested reading

For some recent work on the epistemic role of attention, see Roessler
(2011), Campbell (2011), Smithies (2011a), Siegel (forthcoming), and
Silins and Siegel (Silins and Siegel, forthcoming; Siegel and Silins, forth-
coming). Gertler (2011) is a volume in this series that provides a detailed
overview of self-knowledge. Gertler (2012, 2001) and Chalmers (2003)
discuss attention in introspection. Harman (1990) is an important source
for discussion of transparency and attention. Smithies and Stoljar (2012)
collects many recent discussions on the introspection of consciousness.
For a recent theory of introspection where attention is discussed, see
Carruthers (2011). Schwitzgebel (2011) vividly brings out how introspection
can go awry.

Notes

1 An important discussion that | do not, unfortunately, delve into here is
Susanna Siegel's recent work, especially her (Siegel, forthcoming). In this
discussion, Siegel explores how attention (or what she speaks of as
selection effects) can influence the rational role of experience. We will
discuss her joint work with Nico Silins in a later section.

2 “Appropriately” here is due to cases of “bad basing,” as to be discussed
below.

3 The idea of conceptual contents in perception is rather vexing for some,
who purport not to understand it. Certainly, there is some confusion about
how to best formulate the issues (see Speaks 2005 for a discussion of
some of the complexities). Many philosophers take perception to have
nonconceptual content, even if it might also have conceptual content. For
the notion of nonconceptual content, see the essays in Gunther 2003.
Christopher Peacocke’s (1992) notion of scenario content is a well-known
account of nonconceptual content in perception.

4 I'm grateful to Declan Smithies for suggesting the line of argument dis-
cussed in the text. Smithies does not think that attention is necessary for
propositional justification. A referee also suggests that on some conceptions
of perception as having nonconceptual content, one might argue that
propositions are available as reasons for belief only when nonconceptual
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contents are selected for, where the role of attention is to allow for the
conceptualization of those contents (see the previous footnote for the
notion of nonconceptual content).

I'm grateful to Nico Silins for suggesting this line of argument.

This is not the direction that Silins and Siegel push their argument, and in
personal correspondence, Silins does not object to the functional conception
of attention playing the role attributed in the previous section of the text.
Silins and Siegel are targeting a plausibly different position, that doxastic
justification requires attention to more than a “low degree,” to finesse
questions about consciousness outside of attention.

Eric Schwitzgebel (2011) has argued that perception is in fact better than
introspection. He makes a strong case that introspection often goes awry
and is more fallible than most philosophers allow. Sebastian Watzl and
Wayne Wu (2012) have argued that many of the cases of fallibility
Schwitzgebel rightfully highlights are due to inattentiveness in introspec-
tion. For example, some people will claim that the visual field is of uniform
acuity, and thus that visual experience is “clear” across the visual field. If
this judgment is based on introspection, then introspection gets it wrong.
Of course, a moment’s attention suffices to demonstrate to any subject that
the visual field is not of uniform acuity, but that the periphery of the field is
“blurry”. Just fixate on an object and then covertly attend to the periphery.
Which is not to say that there isn't a relationalist response. Typically, the
challenge just noted is to the relationalist account of phenomenal char-
acter and their typically disjunctive conception of perceptual experience.
One option that some are drawn to is that in hallucination, one is aware
of uninstantiated properties (Johnston, 2004). This is a difficult if bizarrely
attractive view (at least to the author), and it would be worth asking how a
Transparency Modeler might accommodate this view. We shall not do so
here, but leave it as an open question.

One might wonder whether this really raises a problem for the Transpar-
ency Model since, in attending to features, we attend to properties which
are universals (I owe this question to a referee for the book; see also
Johnston 2004). Still, we would have to distinguish between the veridical
case where we are aware of instantiated properties versus the hallucina-
tion case where we are aware of uninstantiated properties. The idea of
attention to uninstantiated properties does seem to be a troubling shift
from attention to instantiated properties.

For a more recent statement, see Gertler's (2012) as well as her overview
on self-knowledge (2011) in the New Problems of Philosophy series.
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Gertler speaks of both accounts as acquaintance theories, evoking Bertrand
Russell's idea of knowledge by acquaintance (Russell, 1910).

Slightly adapted (replacing Gertler’s “content” with “feature”). This is in
fact the preliminary version of PSI, and Gertler later adds a fourth clause.
As that clause raises complications that are not necessary for our discussion,
I will omit considering it here.

Chalmers'’s deploys a two-dimensional semantics to supplement the analysis
of a family of phenomenal concepts. These are interesting and difficult
issues that | shall set aside.

Chalmers’s does not characterize the phenomenal concept made available
by introspective attention as a demonstrative concept. He agrees that
attention to phenomenal features can make available demonstrative phe-
nomenal concepts, but that these are distinct from direct phenomenal
concepts. In part, this distinction is due to differing semantic analyses of
the concepts, but also due to a test for cognitive significance (for discus-
sion of the semantic analysis that appeals to a two-dimensional frame-
work, see Chalmers 2009, chap.8). We can understand the test roughly as
follows: if the identity claim X = Y is not trivial, then it is cognitively sig-
nificant, and if it is cognitively significant, then “X” and “Y” are different
concepts. Take now a phenomenal demonstrative concept for phenom-
enal feature red, thisg, and a direct phenomenal concept for the same
feature, R. Chalmers claims that thisg = thisg and R = R are not cognitively
significant (unsurprisingly), but this = R is. So we have two distinct
concepts where R is not a demonstrative concept. In the end, the issue
between Chalmers and Gertler on this point seems terminological. It is
likely that Chalmers’ direct phenomenal concept aligns perfectly with Ger-
tler’s pure demonstrative concept. It is not clear to me, however, that thisg
= thisg, R = R, and thisy = R differ. Presumably, | have both concepts, but
| cannot seem to distinguish them in thought. Try it for yourself: attend to
the phenomenal character associated with red, and first deploy a demon-
strative concept and then the direct concept. If there are distinct concepts,
you should be able to toggle between them. An open question to readers
is to see if one can have these proposed distinct thoughts.

That said, theorists who endorse relationalism about our perception of the
external world might understand attention more along the lines of Chalmers
and Gertler. In conversation, Chalmers indicates that he takes perceptual
attention to also embed.
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WHAT ATTENTION IS AND WHY IT IS CENTRAL

It is perhaps appropriate here to return once more to James and his answer
to the metaphysical question:

[Attention] is the taking possession by the mind, in clear and vivid form,
of one out of what seem several simultaneously possible objects or trains
of thought. Focalization, concentration, of consciousness are of its
essence. It implies withdrawal from some things in order to deal effec-
tively with others, and is a condition which has a real opposite in the
confused, dazed, scatterbrained state which in French is called distraction,
and Zerstreutheit in German.

(James, 1890, p.403)

Given the discussion of the past eight chapters, I think James was in many
ways right! Recall the five basic questions regarding attention. Here are brief
responses to each in light of the discussion of this book. To underscore
certain themes, I shall state the claims more boldly than perhaps the evidence
and arguments warrant.

Metaphysical: What is attention?

Attention is by most accounts a selective psychological capacity. As noted in
Chapter 1, there are many forms of selection that do not count as
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attention. A natural specification of attentional selection, however, ties it to
tasks. This link to task was uncovered in the empirical sufficient condition —
selection of X for task T suffices for attention to X for T — a condition that is
a shared assumption in experimental practice within the science of attention.
As such, the sufficient condition provides a basic starting point for the
analysis of attention. It uncovers a commonality among theorists who have
lamented the possibility of defining attention. To them, one can say, “a
definition is (nearly) in hand in what you already assume.” That is, if
theorists want to leave the mosh pit of attempts to state what attention is
and not simply surrender, then the best option is to start with what
everyone already knows in the experimental practice of attention: attention
is, at least sometimes, selection for task.

As we have noted, the task-centered conception of attention, couched in
the empirical sufficient condition, constrains interpretation of data in the
neuroscience of attention. So, even in the search for basic mechanisms of
attention, nothing is achieved without the empirical sufficient condition, a
condition that gives neuroscientists grounds for concluding that the
mechanisms and circuits that they uncover are “attentional”. This points to
the empirical centrality of a task-centered account of attention, one that
can be expanded conceptually to a selection for action account. Of course,
there are alternatives such as attention as selection for consciousness or
memory, but it is likely that selection for (working) memory is subsumed
by the selection for action account (selection for working memory being
something necessary for much selection for action), and selection for
consciousness founders on unconscious attention. The claim then is that the
action-centered account provides the best current answer to the metaphysical
question: attention is selection for action.

Function: What role does attention play?

One of the lessons that David Marr conveyed, in his posthumously pub-
lished book, Vision, is that to understand capacities like vision, one must
understand what that capacity is for. Without such an understanding, the
cognitive science of psychological capacities can get nowhere. A computa-
tional theory, as Marr put it, is a necessary foothold for discovering
mechanisms for vision at different levels of analysis. The same lesson is true
of attention. What, then, is the functional role of attention? As James’
quote suggests, the functional role of attention centers on its selectivity, and
the usual suspects emerge: attention for action, for consciousness, for memory.
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One can, of course, study attentional functions in a more task-dependent and
fine-grained way, say, by focusing on attention in reasoning, in perception,
or in imagination, but it is likely that these more fine-grained investigations
will simply uncover instantiations of the more general functions noted.
Still, several of these more fine-grained functional contributions of atten-
tion are of great philosophical significance: attention’s role in fixing
demonstrative thought, in enabling agency, in determining and affecting the
character of consciousness, in making justification possible, and in fixing
introspective thought. Attention is not merely pervasive. It is fundamental
to central aspects of the mind. One can put matters this way: without
attention, agency, justification, certain forms of external and internal
thought, and certain features of consciousness would not be possible. These
are strong claims, and they merit further sustained reflection.

Properties: What are characteristic features
of attention?

A slew of experimental paradigms have uncovered different features of
attention: its targets, its temporal profile, its duration, its processing
demands, and its interaction with other systems. Some features are notable,
such as how attention is affected by the nature of the task and how it
responds in different ways to different types of stimuli (e.g., direct versus
symbolic cues, or feature singletons in pop-out and conjunctions in visual
search). The science of attention will continue to uncover interesting features
of this central psychological capacity, and as philosophers continue to
explore the philosophical significance of attention, they will need to keep
abreast of these developments. Still, there does seem to be a way to carve
attention at its joints, namely, in the divisions between top-down and
bottom-up attention and between controlled and automatic attention.
These types of attention seem to involve different neural realizations, but
also reflect the different sources of attention: a reliance on intentions and
higher-order nonperceptual states on the one hand, and a reliance on the
world on the other. Attention in that way can be both active and passive.

Mechanism: How is attention implemented?

The question of implementation can be pursued at different levels of
abstraction, from abstract computational descriptions to the concrete neural
realizations of attention. We have discussed, among others, Broadbent’s
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conception of attention as a filter for selecting information for further
processing, Treisman'’s Feature Integration Theory, with its focus on attention
as binding features for object representation and awareness, Desimone and
Duncane’s biased competition model where attention emerges from neural
competition for limited resources, Rizzolatti’s Premotor Theory that takes
spatial attention to result from the activation of action representations for
eye movement, and a plethora of effects at the level of the activity of single
neurons. The challenge for these mechanistic accounts of how attention
works or is implemented will be not just whether they are adequate to the
phenomenon, but also how well they can be integrated with each other. A
central task for cognitive science, in which philosophers will play a critical
role, is not in defining attention, for we have the basis of such a definition,
but in using that definition to integrate and bridge these disparate levels of
analysis. Too often within cognitive science, work at different levels fails to
be bridged in illuminating ways. That is hard work, and in the case of
attention, work which presents interesting challenges and fertile ground for
new approaches.

Consciousness: What is the relation between attention
and consciousness?

Finally, attention seems to be closely tied to consciousness. James’ quote
suggests that attention is essentially connected to consciousness, but some
forms of attention are unconscious. So, on one reading, James was wrong:
consciousness is not of attention’s essence. On another reading, he was
right: attention has an essential role to play in allowing us to respond to
the deliverances of consciousness, for attention has a necessary role to play
in our capacities to respond in general. This is not to deny that attention
has a phenomenal upshot, but the precise nature of the phenomenology of
attention remains a difficult question. One concrete proposal is that attention
is not a conscious state with its own characteristic phenomenology, but is a
state that affects consciousness. Some of the phenomenal effects of atten-
tion are quite disparate. Whether there is something more uniform in the
phenomenology of attention, some way that attention makes things phe-
nomenally salient, is a difficult issue on which our intuitions might simply
clash at rock bottom.

Attention has another potential connection to consciousness, namely,
attention as the gatekeeper of consciousness. On the one hand, the basic
notion of gatekeeping can be simply expressed: one is phenomenally
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conscious of X only if one attends to X. On the other hand, it is not clear
exactly what this thesis comes to in detail, and it is not clear that we have
strong evidence in favor of it. Some of the evidence, namely, work in the realm
of inattentional blindness, is not adequate to settle the issue. At the same
time, the contrary thesis—that there is phenomenology outside of atten-
tion—mmight seem impossible to establish, since the evidence that we have
for phenomenology, namely, some form of report, relies on attention. If
there is to be evidence for such phenomenal overflow, it will require
ingenuity to establish. Still, gatekeeper theorists have to make more con-
crete exactly how to understand the limits on consciousness beyond talk of
capacity limits. Many years ago, Donald Broadbent drew inspiration for
psychology from the precise tools that Claude Shannon provided him in
information theory. Capacity limits could be precisely quantified. We need to
return to that inspiration in understanding the role of attention in consciousness
and how associated capacity limits provide concrete boundaries to the
character of consciousness.

So, James was right. We do know what attention is and this knowledge
puts us in a position to investigate and discover what attention does, what
it is good for, and how it works. The science of attention has now been
established for over a century. We can, I think, look forward to a healthy
philosophy of attention as well, and a positive synergy between the two
approaches.
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SHANNON INFORMATION THEORY

The basic idea behind mutual information is that when a signal Y provides
us with information about some random variable X, it does so by reducing
our uncertainty or surprise in respect of X. This is the fundamental idea that
readers should take away. Claude Shannon’s achievement was to give a
precise mathematical definition of information that captures this basic idea.
Consider a situation where you are uncertain about how the world is
because there is a set of possibilities about how it could be, each possibility
associated with a probability (e.g., it could be raining or it could be snow-
ing). If I have information about which of these possibilities is actually the
case (e.g, it is raining), then I can give you this information, say, by a signal.
This signal carries an amount of information equal to the amount of
uncertainty it reduces given the prior uncertainty associated with the set of
possibilities. More colloquially, the signal is informative when it increases
certainty about X, something that might be thought of as increasing
knowledge.

To convey information by reducing uncertainty, there must be some
correlation between features of that type of signal and each of the relevant
possibilities. This requires that the signal can, in principle, code for each of
these possibilities. In more detail, let us assume that the signal can assume
some range of states y; ... y,, where each state is correlated with a possible
state of X, the item of interest: x; ... x,. The first intuitive point to make is
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that the amount of uncertainty in X is a function of the number of possible
states X can assume. The greater the possibilities, the more potential
uncertainty there is about X. Thus, consider flipping a coin, where there
are two possible states, and rolling a die, where there are six possible states.
Since the die has a greater number of possible states, intuitively there is
more uncertainty regarding states of the die than states of the coin, once
we flip them.

Shannon described this uncertainty precisely in terms of what he called
the entropy, as given in the following formula.

(1) H(X) = - ZP[x]log.P[x]

In English, the formula states that the entropy of X, H(X), is equal to the
negative of the summation of the product of (a) the logarithm of the
probability of each possible state x, and (b) the probability of that specific
state obtaining (I shall work through a simple example in a moment).
Entropy is a function of the possible states of the relevant random variable
X. When the logarithm is in base 2, entropy is reported is bits (from “binary
digit™).

Let us work through the example of flipping a fair coin where there are
two possible states, x; and x,, namely, heads or tails. When one flips the
coin, the side of the coin that lands face up (y, or y,) obviously indicates
for that flip, which of the two possible states (heads or tails) is achieved.
This case is a special limiting case since the signal is the state of interest
(normally, they are distinct), but it will suffice to draw out the central
themes. Let us assume the flip yields heads. At that point, the uncertainty
present before the flipping is now resolved yielding certainty: one knows
which state the coin is flipped into. The flipped coin carries information in
that it resolves previous uncertainty. The entropy for the coin flip turns out
to be exactly 1 bit.

With biased coins, say, one weighted to heads, each flip will convey less
information since, in a sense, there is less uncertainty (or surprise). After
all, since the coin is biased towards heads, were one to know this, one
expects heads more often than tails. The more biased the coin, the less
uncertainty with the limiting case being where the coin is rigged to always
land on heads. In this rigged case, there is no uncertainty resolved by flip-
ping the coin since there is only one possible outcome: heads. The entropy
in this case is equal to zero since the probability of heads is equal to 1 and
the log;1 = 0. On the other hand, as one increases the number of possible
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states, H increases. For example, the information carried in a roll of the
dice, where there are six equiprobable states, is H = 2.83 bits.
The information carried by a signal is then given as the mutual information, I:

(2) 1(XY) = H(X) = H(X]Y)

Read “I(X,Y)” as the (mutual) information of X given Y or, alternatively, the
amount of information Y carries with respect to X. In fact, mutual informa-
tion is symmetrical: I(X,Y) = I(V,X), hence “mutual”. Equation (2) states
that the amount of information is just the difference between the entropy
of X and the conditional entropy of X given signal Y. Intuitively, the conditional
entropy is a measure of how much uncertainty there remains about X once
one receives the signal Y, that is, how much Y has left “unsaid”. If one
describes H(X) as how much can be said about X (given uncertainty about it) and
H(X|Y) as how much Y leaves unsaid about X, then the difference is just how much
Y says about X, i.e., how much information Y conveys about X. While these
notions are technically defined, it will be sufficient to understand equation
(2) in the way just noted.

The maximum amount of information that a signal Y can carry about X is
just the entropy associated with X, H(X), the amount of uncertainty about
X. This can be seen in the case where the signal Y just is X itself (this is our
limiting case). Intuitively, where Y is X, then Y leaves nothing unsaid about X.
Mathematically, where X = Y, then the conditional entropy H(X|Y) = 0.
Thus, in this case I(X,Y) = I(X,X) = H(X). That is, the mutual information
that X carries about itself, i.e., its resolution of uncertainty regarding itself, is
equal to its entropy. We then have the maximum amount of information
conveyed by Y about X in the limiting case where Y = X. This is called
self-information, I(X,X): the information of X given X.

We can also see that some signals convey no information about X, and
accordingly I(X,Y) = 0. This occurs when H(X) = H(X|Y): the entropy of X
is equal to the conditional entropy of X given Y. When does this hold?
Recall the intuitive idea that H(X) is a measure of how much can be said
while H(X|Y) is a measure of what Y leaves unsaid about X. Now, if Y is
completely independent of X, then Y leaves everything unsaid about X. For
example, I am told to report to you which side the coin falls on when I flip
it, since you cannot see it, but rather than saying “heads” or “tails,” I blurt
out genuinely random words that are completely uncorrelated with the
flips. It would be natural to accuse me, among other things, of providing
you with no information about the coin. That is, my signal Y has nothing to do
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with X. It turns out that in this case H(X|Y) = H(X), so I(X,Y) = 0. The
signal Y leaves all the uncertainty regarding X, so carries zero information.

“Information” can be ambiguous. On the one hand, “information” can
signify the technical notion of mutual information, and here, the issues of
quantity have a firm grip. On the other hand, “information” has a colloquial
sense where it concerns meaning or content, as when speaking about a
book conveying information regarding its subject matter. Thus, each sen-
tence on this page (I hope!) conveys information in that sense, what we
can call semantic information. Mutual information, however, is not semantic
information (Warren Weaver (1949), in his accessible presentation of
Shannon’s theory, notes this point explicitly). To show this, it will be
enough to show that mutual and semantic information can come apart. For
example, two semantically distinct messages can carry the same amount of
mutual information, while the same meaning in one context can carry
some positive amount of information and in another, no information (this
depends on the prior uncertainties). This should not be surprising: mutual
information is a quantity; semantic information is not. So, the challenge in
invoking “information” in theories of the mind and brain is separating
mutual information from semantic information. Indeed, although Shan-
non’s notion of information shaped early debates about attention, it seems
that talk of information in many current psychological debates often
emphasizes the semantic notion over Shannon’s. Thus, one hears talk about
representations of specific faces, rather than representations that carry a
certain amount of information about a face. This is not to deny that there
are links between mutual and semantic information, but a theory that
invokes information needs to keep track of the categorical distinction
between the two.

Once mutual information is defined, one can calculate the capacity limits
of an information channel. First, think of a channel in terms of the prob-
ability P(Y|X) where the channel takes X as input and yields Y as output.
Intuitively, the essence of the channel is just the likelihood of its giving Y as
output when it receives X. This probability need not be one. Consider
sending a signal in Morse code. When one sends a dash, there is some
probability that it will come out as a dot (alas!). Next, the capacity limit of
the channel is the maximum amount of information that it can carry. But
how does one determine this? Think of X as the element that can be con-
trolled in respect of the channel, i.e., its input. For example, if the relevant
inputs are “0”s and “1”s, then think of the relevant control of input in
terms of the probability of their occurring as inputs, say, being fed into the
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system. The question, then, is what is the maximum information that can
be transmitted, given the probability of X, i.e., P(X). The maximum capa-
city of the channel is defined as the maximum mutual information it can
carry given the probability of X as an input into the channel. Once the
capacity limit of a channel is quantified, one can speak with mathematic
precision about capacity limits. This provides the “new language” that
Broadbent highlighted for psychology (Chapter 1). Indeed, if one aims to
substantively invoke the idea of a capacity limit (e.g, in discussions of
gatekeeping as in Chapter 6), one should aspire to bringing the precise
notion of information to bear.
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Access Consciousness: A state or content is access conscious if it is poised for
use to inform or control thought and action. One can also characterize
access consciousness in terms of encoding (broadcasting) in the global
workspace.

Accuracy Condition: The accuracy condition for a representation identifies the
necessary and sufficient condition for that representation to be accurate
(veridical, true, satisfied). Thus, a belief that p is true if and only if p
(e.g., p = “the sky is blue”).

Attended Intermediate Representations (AIR) Theory of Consciousness: A theory of
consciousness due to Jesse Prinz. Phenomenal consciousness arises
when intermediate perceptual representations are modulated by attention
so as to be available to encoding in working memory.

Attentional Capture: Often described as when a stimulus automatically draws
attention in a bottom-up or stimulus-driven way.

Automaticity: Automaticity is contrasted with control. In this book, auto-
maticity is defined relative to some feature F exemplified by a process
(e.g., the duration of the process), where the process is automatic rela-
tive to F if and only if it is not controlled relative to F. Attention is
automatic when some of its features are.

Biased Competition: Proposed neural mechanism for attention where multiple
stimuli in a neuron’s receptive field compete for limited processing
resources such that biasing one of the stimuli, say, by top-down control,
allows it to win the competition and be further processed.
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Blindsight: A visual condition due to damage in primary visual cortex. Blind-
sight subjects claim to be blind to regions of the visual field, but when
prompted to “guess” about objects in their blind field, give better than
chance reports. This ability is mediated by subcortical pathways that
provide input to later cortical visual areas.

Bottom-up Attention: Often spoken of as endogenous or stimulus-driven attention,
bottom-up attention can be roughly understood as attention which is
engaged due purely to sensory input. In this book, it is defined as attention
whose occurrence does not depend on non-perceptual representations
such as the subject’s goals (e.g., an intention to attend to an object).

Capacity Limitations: A fundamental constraint on processing thought to
necessitate attention, namely, a limit on how much information can be
processed at a time. A challenge is to provide a precise quantification of
capacity limitations.

Capture of Attention: A generic way to describe common situations where
attention is pulled to a stimulus such as a sudden noise. Such attention
is bottom-up attention.

Change Blindness: An inability to detect changes. Experimentally demonstrated
using displays, typically two visual images separated by a mask. There is
often a substantial difference between the two images. Subjects typically
do not locate changes immediately.

Cognitive Unison: A theory of attention due to Christopher Mole that char-
acterizes attention in terms of doing something attentively. Some task T
is done attentively when cognitive resources are deployed in unison to
serve that task.

Conjunction search: A form of visual search involving identification of a target
based on two features (e.g., shape and color). These features are separately
exemplified by distractor objects making visual search difficult.

Content: In this work, “content” often refers to representational content under-
stood as the element of representational states that determines an
accuracy condition. Sometimes, “perceptual content” is used in a gen-
eral way to refer to what is perceived.

Content Realization Principle (CRP): A representationalist thesis held by many
scientists of consciousness: conscious content supervenes on neural
information.

Contrast Gain: Shift in the response of a neuron to a contrast stimulus so that
the neuron is more responsive to lower contrast.

Control: Opposite of automatic. Defined here in terms of features of a process:
roughly, a process is controlled in respect of one of its features F if the
process’s having F is due to the agent’s intention.

Coupling: The process whereby an input is used to inform the production of a
response involving parameter specification. The input is tied to a
personal-level state such as the subject’s visual experience.
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Crowding: A phenomenon where closely grouped figures result in a disruption
of object perception. For example, a sequence of letters, XAX, is such
that the flanking Xs crowd the A making it difficult to discern.

Demonstrative Concepts: Typically linguistically expressed with demonstratives
such as “this” and “that”. Perception-based demonstrative concepts
are concepts of some X where these concepts are made available by
perceptual attention to X.

Dichotic Listening Paradigm: A paradigm pioneered by Colin Cherry where
experimental subjects are required to track, i.e., attend to, one of two
verbal streams presented to the ears (each ear constituting a channel).
Subjects are typically required to verbally shadow one of the two
streams, i.e., to verbally repeat what is said. A standard result is that few
of the properties of the unattended channel are accurately reported.

Direct Cue: A cue that occurs at or near the target location. Contrasted with an
indirect cue.

Divisive Normalization: A proposed computation performed by neurons where
a neuron’s response to a stimulus is divided by the response of a
population of neurons that constitute its normalization pool. This
computation is used to explain effects of attention on neural response.

Doxastic Justification: A belief is said to be doxastically justified when it is
appropriately based on propositional justification.

Early Selection: The operation of selective attention early in perceptual pro-
cessing of basic stimulus features and prior to higher-level processing
such as semantics.

Early versus Late Selection: An early debate in modern attention research con-
cerning whether attentional filtering of information occurs early or late
in perceptual processing.

Empirical Sufficient Condition: If a subject S perceptually selects X for some
task T, then S perceptually attends to X for T. This condition is discussed
in Chapter 1.

Feature Attention: Attention that is directed at perceptible properties of an
object such as color or shape in vision or pitch or semantics in audition.

Feature Integration Theory (FIT): A theory due to Anne Treisman that postu-
lates a role for attention in binding features from different visual feature
maps to form a visual representation of an object.

Feature Search: A form of visual search where a target is defined by a single
feature.

Filter, Attentional: An early conception of attention due to Donald Broadbent
that emphasized attention as a filter that sifts through information,
allowing only a subset for further processing.

Fingers of Instantiation (FINST): basic mechanism postulated by Zenon Pyly-
shyn that connects the mind to visual objects and which makes possible
representation of objects.
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Firing rate: The number of spikes generated by a neuron per unit time.

Fixation Point: A location where one fixes the eyes, allowing the location to
stimulate the fovea.

Fovea: A small region in the retina that provides for highest spatial acuity.

Gabor Patch: A visual stimulus generated by multiplying a sinusoidal wave
(function) with a Gaussian function, resulting in a contrast gradient,
where the contrast in the wave decreases as it moves away from the
center.

Gatekeeping View: A view that characterizes attention as a gatekeeper for
phenomenal consciousness. Typically the view holds that a subject is
conscious of X only if the subject attends to X.

Global Workspace Theory: A theory that identifies a global workspace for
broadcasting signals to other systems as a necessary condition for
phenomenal consciousness. The workspace is sometimes identified
with working memory or with systems that input into working memory.

Inattentional Agnosia: The failure of forming higher-level perceptual repre-
sentations, e.g., of category, due to inattention.

Inattentional Amnesia: Failure to encode information in working memory due
to inattention.

Inattentional Apraxia: Failure to act on information due to not attending to
that information.

Inattentional Blindness: Failure to be visually (phenomenally) aware of a stimulus
due to inattention.

Indirect Cue: Something, such as an arrow, used to indicate the location of a
target. Sometimes called a symbolic cue.

Inhibition of Return: A measured delay in response to stimuli at a location to
which attention was previously directed. The idea is that attention is
inhibited from returning to recently attended locations.

Information, Mutual: A mathematically defined notion of information provided
by Claude Shannon. Fundamentally, information is associated with
uncertainty, with information correlated with reduction of uncertainty
(for an overview, see Appendix).

Invalid Cue: A cue that does not correctly indicate target location (e.g., in
spatial cueing tasks).

Landolt Square: A square that has a gap on one side. Used in tests for spatial
acuity. In European countries, the Landolt C (a C oriented in various
ways) is a standard test for visual acuity.

Late Selection: Theories of attentional selection that hold that perceptual pro-
cessing is not limited in capacity, so selection of perceptual information
is post-perceptual and, hence, late.

Load Theory: Theory due to Nilli Lavie that explains early and late selection
effects as a function of the perceptual load in a task, i.e., the demands a
task makes on processing.
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Many-Many Problem: Given that typically, agents are faced with multiple
inputs and multiple possible responses, the Problem concerns how to
selectively couple a specific set of inputs to a specific set of responses.

Multiple Object Tracking (MOT): Experimental paradigm developed by Zenon
Pylyshyn to test his FINST theory. Subjects track a subset of visual
objects that move on a screen, typically four to five objects.

Necessary Condition: Expressed as a conditional, “if p then q”, q is a necessary
condition for p. If g fails to obtain, then p does not obtain.

Object Attention: Attention that is directed at objects, e.g., a sound (con-
versation) in audition or a material object in vision.

Parameter Specification: An aspect of action where information needed to
inform a response engages production mechanisms that produce that
response.

Partial Report Paradigm: As used by George Sperling, subjects are prompted to
report only a portion of a stimulus array to which they attend. Con-
trasted with total report where subjects attempt to report the entirety of
the stimulus array.

Perceptual Load: The amount of available perceptual processing resources
used by current processing.

Phenomenal Consciousness: A state is phenomenally conscious if there is
something that it is like to be in that state.

Phenomenal Character: A feature of a conscious experience that accounts for a
distinctive part of what it is like to have that experience.

Pop-Out: Experimentally, tied to visual search paradigms where search is not
affected by distractor set-size. This should be distinguished from colloquial
talk of pop-out as attentional capture.

Preferred Stimulus: The stimulus that drives the strongest response from a
neuron when that stimulus is placed in the neuron’s receptive field.

Premotor Theory: A theory of spatial visual attention that posits spatial attention
as a result of motor programming of eye movements to a location. An
influential version is due to Giacomo Rizzolatti.

Reaction Time: A standard measure in behavioral tasks, namely, how long it
takes for a subject to perform a task, e.g., locating a target.

Receptive Field, Spatial: In vision, the spatial receptive field of a neuron is that
region of the retina, stimulation of which drives a neuron to generate
spikes. Alternatively, the receptive field is that area of external space
where the presence of a stimulus causes the neuron to spike.

Receptive Field Remapping: In some neurons, when multiple stimuli are present
in the receptive field, attention to one of the stimuli seems to cause
the receptive field to contract and hence remap around the attended
stimulus.

Relationalism: A theory of perceptual consciousness that takes perception to
be in part a relation between subject and the object of perceptual
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awareness. The phenomenal character of perceptual experience is
explained by a feature of the object of awareness.

Representationalism: An account of phenomenal consciousness that identifies
or ties the phenomenal character of a state to its representational con-
tent. Some versions identify phenomenal character with content; others
take phenomenal character to merely supervene on content.

Response Accuracy: A standard measure in behavioral tasks (such as reaction
time), measuring the accuracy of response for a given task such as
correct reports of the features of a stimulus.

Salience: definitionally, that which attracts attention.

Selection for Action: A theory of attention proposed by Alan Allport and Odmar
Neumann that treats attention to X as the selection of X for action.

Spatial Attention: Attention directed to a spatial location.

Spatial Cueing: An experimental paradigm devised by Michael Posner that
directs spatial attention using different types of cues (direct or indirect)
that indicate the location of a target. Where attention is cued in this
way with a valid cue (direct or indirect), detection of the target is
improved as measured by decrease in reaction time and increase in
report accuracy.

Spatial Frequency: For simple visual patterns that can be represented as a
sinusoidal function, the spatial frequency of the pattern is given in
cycles per visual degree.

Spike: The electrical discharge of a neuron.

Spotlight: A pervasive metaphor for spatial attention, implying changes in
perception in light of attention akin to spotlighting attended areas (and
items) in space.

Sufficient Condition: A sufficient condition is typically expressed as a conditional.
“If p, then g" expresses the claim that p is sufficient for g. Thus, if p
obtains, then g obtains.

Supervenience: A necessary correlation that holds between X and Y where X
supervenes on Y, implying that whenever there is a change in X, then
there is a change in its supervenience base Y. For example, if perceptual
consciousness supervenes on perceptual content, then any change in
consciousness entails a change in content.

Top-down Attention: Often called endogenous or goal-directed attention, in
this work, it is defined as attention whose occurrence depends on a
non-perceptual state, such as an intention to attend to a specific object.
Its opposite is bottom-up attention.

Valid Cue: A cue that correctly indicates target location. Invalid cues do not
correctly indicate target location.

Visual Degree: A unit of measurement of the visual field. The width of your
thumb held at arms length subtends an angle of roughly two visual
degrees.
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Vigilance: Often thought to be a non-selective form of attention, colloquially, a

sense of readiness or openness. Technically, explication of vigilance
often points to selection.

Visual Acuity: A measure of spatial resolution in vision, typically tested in

optometry offices using Snellen diagrams (sequences of letters of
decreasing size) or Landolt figures.

Visual Search: A paradigm used where a target is to be located among a set of
distractors.

Working Memory: A type of short-term memory that can be understood as
memory for work, i.e., memory that serves ongoing behavior.
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